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Verbal Memory Span and the Timing of Spoken Recall 

NELSON COWAN 

University of Missouri 

Prior research indicates that one’s memory span approximately equals what one can say 
in 2 s. However, this refers to pronunciation in separate, subspan tasks. The present re- 
search examined speech timing in the memory response in 4-year-olds. It was found that 
speaking rates depended on list length relative to a subject’s span, but that speaking rates for 
span-length lists were the same for subjects of any span. The results are discussed in terms 
of a theoretical account that includes the notion of a decaying phonological store (Baddeley, 
1986), but also the notion that rapid scanning of items in the pauses within the response 
(Stemberg, Monsell, Knoll, & Wright, 1978; Stemberg, Wright, Knoll, & Monsell, 1980) 
may serve to reactivate items before they can decay. Alternative accounts also are dis- 
cussed. 0 1992 Academic Press, Inc. 

One of the most intriguing findings of the 
modern era of memory research is that im- 
mediate, serial verbal recall is profoundly 
time limited. There is a linear relation be- 
tween a subject’s memory span and his or 
her maximal speech rate for the material to 
be remembered. One generally can recall as 
many items as one could pronounce in 
about 2 s (Baddeley, Thomson, & Bucha- 
nan, 1975). This relation holds no matter 
whether the variance in the maximal rate of 
speech is obtained by contrasting age 
groups, individuals within an age group, or 
sets of words from different languages or 
from the same language differing in the re- 
quired pronunciation times (Baddeley et 
al., 1975; Case, Kurland, & Goldberg, 
1982; Hulme, Thomson, Muir, & 
Lawrence, 1984; Naveh-Benjamin & 
Ayres, 1986; Nicolson, 1981; Schweickert 
& Boruff, 1986; Standing, Bond, Smith, & 
Isely, 1980; Zhang & Simon, 1985). Al- 
though Schweickert and Boruff acknowl- 
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edged the additional importance of nontem- 
poral factors in memory span (e.g., modal- 
ity-specific sensory memory on one hand 
and familiarity, grouping, and organization 
of material on the other), they noted that 
the temporal factors appear to predomi- 
nate, so that the rate/span relation is ob- 
tained across a wide range of conditions. 
Finally, Hulme, Maughan, and Brown 
(1991) found a linear relation with the same 
slope, but different intercepts, for real 
words versus nonsense words. These tind- 
ings suggest that one can reasonably ex- 
plore the basis of a time relation to memory 
span separately from other factors in span. 

The observed time limit in memory span 
has involved speech rate estimates from 
separate pronunciation tasks with subspan 
lists, rather than measures of speech rate in 
the memory response itself (with the excep- 
tion of one study to be discussed later, by 
Stigler, Lee, & Stevenson, 1986). Amaz- 
ingly, almost nothing is known about the 
timing of speech within overt recall and 
how it is related to memory span. It is per- 
haps more than coincidental that the cor- 
rect explanation for the relation between 
the maximal speech rate and memory span 
also is still unclear. The present work dem- 
onstrates that this relation can be better un- 
derstood by considering measurements of 
the timing of spoken recall. 
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The most influential account in which ar- 
ticulatory speed is said to influence mem- 
ory span is the “articulator-y loop” model 
of verbal memory span formulated by Bad- 
deley (1986). The loop includes the set of 
temporarily activated speech items, collec- 
tively termed the “phonological buffer,” 
and an articulation process that can be used 
either to silently rehearse the items in the 
buffer or to overtly recall them. The acti- 
vation of each item was said to decay within 
about 2 s if the item is not rehearsed. Re- 
hearsal can serve to reactivate items in the 
phonological buffer, thereby postponing 
their decay; but it is assumed in the theory 
that items that have totally decayed cannot 
be subsequently retrieved for rehearsal dur- 
ing that trial. This simplifying assumption 
seems reasonable when items are drawn re- 
peatedly from a small set and serial order 
information is tested because, in that situa- 
tion, interference between trials should 
minimize the likelihood of retrieval from 
other (e.g., long-term episodic) forms of 
storage (c$ LaPointe & Engle, 1990). The 
faster that one can rehearse the items, the 
larger the number of items that can be kept 
active concurrently in a repeating rehearsal 
loop, which must cycle through all of the 
items on the list in a time that is limited by 
the period of decay of items from phono- 
logical storage. Thus, the 2-s phonological 
memory decay period and the reactivation 
process would account for the tinding that 
subjects can recall about the amount that 
they can articulate in 2 s. 

Within the articulatory loop framework, 
there are several different possible mecha- 
nisms by which articulation rate could in- 
fluence memory span, and the timing of 
overt recall has implications for some of 
these mechanisms. Although the most fre- 
quently considered mechanisms involve co- 
vert articulatory processes taking place 
during the initial reception of the list, and 
although there is some justification for this 
mechanism at least in older children and 
adults (Baddeley, Lewis, & Vallar, 1984; 
Cowan, Cartwright, Winterowd, & Sherk, 

1987; Henry, Ml), covert and/or overt ar- 
ticulatory processes taking place during the 
subject’s verbal repetition of the list also 
may be relevant. Naturally, it is these ar- 
ticulatory processes during output for 
which the timing of overt recall is of the 
most obvious relevance. 

It does appear that articulatory processes 
during output affect memory span. For in- 
stance, Baddeley et al. (1984) found that 
word-length effects in the recall of spoken 
lists could be eliminated by articulatory 
suppression only if the suppression task ex- 
tended into the recall period (in a written 
recall task). Cowan et al. (1992) have 
shown that word-length effects occur pri- 
marily when they involve the lengths of 
whatever items are to be recalled first. Pre- 
sumably, repeating these items delays the 
output of the remaining words on the list, 
whereas repeating the remaining words nat- 
urally does not delay anything else. The 
role of output is even more critical in chil- 
dren who may be too young to use covert 
articulatory processes. Henry (1991) found 
that for 5-year-old children (although not 
for 7-year-old children), the effect of word 
length was totally eliminated when spoken 
recall was replaced by a nonverbal pointing 
response, which was assumed to have min- 
imized articulatory factors in overt recall. 

To begin to explain the possible implica- 
tions of the timing of verbal recall for mem- 
ory span, Fig. I illustrates two theoretically 
possible types of mechanism for verbal, se- 
rial recall in an immediate memory task. 
Both mechanisms include Baddeley’s as- 
sumption that there is a “phonological 
buffer” or transient source of information 
about the phonological sequence present in 
the stimuli. In the first mechanism (Fig. 1A) 
information is drawn directly from the pho- 
nological buffer. It is assumed within this 
mechanism that neither the speed of the 
subject’s response nor any covert pro- 
cesses that the subject actually carries out 
in the response period influence the rate of 
decay of information from the buffer. Suc- 
cessful retrieval from phonological storage 
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Fro. 1. An illustration of two alternative models of 
processing during the response period in a memory 
span task. (A) Phonological memory (dashed line) de- 
cays monotonically throughout the response period. 
All words must be repeated before memory decays. 
(B) Decay during pronunciation of individual words in 
the response is partly counteracted by reactivation of 
items during the pauses between items. Therefore, 
there is no fixed time limit on memory responding, 
although the needed information eventually decays. 

thus must be completed by the time that the 
phonological information has decayed, at 
the fixed rate, beyond a critical level. Re- 
lated suggestions were made by Broadbent 
(1958) and Brown (1958). Similarly, 
Schweickert and Boruff (1986, p. 424) sug- 
gested that the “time between presentation 
and recall of items” may be a critically im- 
portant variable. Cowan et al. (1992) also 
suggested this model as the simplest expla- 
nation of their observation of word-length 
effects confined to the lengths of words out- 
put first. 

Figure 1B illustrates the type of mecha- 
nism one gets instead if one accepts the no- 
tion of a decaying phonological buffer, but 
assumes that a more complex recall strat- 
egy is going on (involving a decay-and- 
reactivation cycle rather than monotonic 
decay). Within this type of mechanism, de- 
cay occurs primarily while the subject ac- 
tually is speaking. In pauses that occur be- 
tween words in the response, the subject 
presumably carried out countervailing pro- 
cesses (e.g., mental scanning or covert ar- 
ticulation of items) that tend to reactivate 
items within the phonological buffer. The 
net result is to postpone decay and substan- 
tially lengthen the period in which the spo- 
ken response can continue. Thus, in con- 
trast to the first, monotonic decay mecha- 
nism, with a decay-and-reactivation 
mechanism there should be a correlation 
between memory span and the duration of 
recall, and not necessarily a relation be- 
tween memory span and the rate of recall. 

Strong empirical predictions can be de- 
rived from the mechanism shown in Fig. IA 
when it is viewed as one interpretation of 
the articulatory loop hypothesis. As men- 
tioned above, the ubiquitous finding that a 
subject can remember about as much as he 
or she can say in about 2 s, regardless of 
his or her span, has been accounted for 
(Baddeley, 1986) with the assumption that in their respective native languages. For the 

The monotonic decay interpretation (Fig. 
1A) may seem unlikely. For example, it is 
clear to anyone who has measured memory 
span that responses often last more than 2 
s. However, some version of this model 
does provide a reasonable first approxima- 
tion to what little evidence is available. In 
the only published study I know of in which 
the duration of spoken recall was exam- 
ined, Stigler et al. (1986) tested English and 
Chinese subjects on lists of digits presented 
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phonological memory decays beyond a crit- 
ical level in about 2 s for normal subjects of 
all spans (and that individual differences in 
speech rate determine span differences). 
Because of the assumption of a fixed decay 
rate, the total duration of recall for span- 
length lists would be fixed and therefore un- 
correlated with span. Subjects with a higher 
span would be able to pack more items into 
the available response period (i.e., prior to 
complete memory decay) by speaking more 
quickly. Thus, according to this approach 
there should be a high correlation between 
overt response rate and memory span. 
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longest lists that each subject could repeat 
correctly, the response lasted an average of 
2.91 s in the English-speaking sample and 
2.42 s in the Chinese-speaking sample, a 
nonsignificant difference (despite the find- 
ing that the mean digit span was much 
higher, and the mean digit duration much 
shorter, for Chinese than for English). 
These total response durations are not 
much longer than Baddeley’s 2-s phonolog- 
ical store. The correspondence is even 
closer if one makes the reasonable assump- 
tion that the last word on the list can be 
pronounced after the store has decayed, 
provided that it is retrieved before decay is 
complete. 

Nevertheless, the data of Stigler et al. 
(1986) do not provide conclusive support 
for the monotonic decay model. There 
could be very brief pauses between words 
in the response, during which subjects 
might engage in high-speed scanning 
(Sternberg, Monsell, Knoll, & Wright, 
1978) that would serve to reactivate items. 
These brief pauses might not be noticed if 
they added up to only a small proportion of 
the response times. Further, the lack of dif- 
ference between languages in the total re- 
sponse time could be explained by either 
mechanism shown in the present Fig. 1. 
Within either mechanism, more memory 
decay would occur while longer (i.e., En- 
glish) digits were articulated than while 
shorter (i.e., Chinese) digits were articu- 
lated. Consequently, group differences in 
the duration of each item in the response 
could be offset by group differences in the 
number of items recalled (as was found). 

Several departures of the present study 
from the method of Stigler et al. (1986) 
make the present work more capable of dis- 
confirming a simple decay mechanism (Fig. 
1A) and revealing the decay-and- 
reactivation mechanism (Fig. 1B) should it 
be correct. First, the present subjects were 
4-year-old children. Any type of covert ar- 
ticulatory activity should be minimized in 
these subjects, because young children do 
not spontaneously use the sophisticated 

memory rehearsal strategies that older sub- 
jects use (Flavell, Beach, 8z Chinsky, 1966; 
Henry, 1991, in press). Moreover, young 
children are slower than adults in scanning 
tasks (Keating, Keniston, Manis, & Bob- 
bitt, 1980) as well as in their maximal rate of 
articulation (e.g., Hulme 8z Tordoff, 1989). 
Therefore, regardless of the exact nature of 
the covert activity that might occur during 
the pauses between items in the responses, 
such pauses probably would be longer and 
more easily observed in young children 
than in adults. 

A final difference between the present 
study and that of Stigler et al. (1986) is that, 
in the present study, individual differences 
in the timing of responses to a standard 
word set were observed, rather than group 
differences based on differential word 
lengths in two languages. Word length dif- 
ferences could have affected primarily the 
duration of overt speech, without altering 
the time to reactivate items during inter- 
word pauses. This is especially plausible if 
the reactivation process during interword 
pauses is memory scanning, because word 
length effects are not obtained in scanning 
studies (Clifton & Tash, 1973; Sternberg et 
al., 1978). In contrast to word-length ef- 
fects, individual differences in span could 
reflect differences in the ability to reacti- 
vate memory during the inter-word pauses 
in the response. Supporting this suggestion, 
scanning rates are highly correlated with 
memory span (Cavanagh, 1972). Therefore, 
if the proposed decay-and-reactivation 
mechanism is correct, subjects who have 
higher spans should be the same ones who 
can reactivate items more efftciently than 
other subjects, postponing memory decay 
and extending the permissible duration of 
their responses beyond what is obtained in 
other subjects, 

If the data favor the decay-and- 
reactivation type of mechanism, additional 
details of the timing of recall would help to 
further clarify the nature of the mechanism. 
For example, the rate and quantity of co- 
vert articulation or scanning should be re- 
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fleeted in pause times rather than word 
lengths in the response. Further, the nature 
of covert activity has implications for the 
pattern of pause times across serial posi- 
tions. For example, if subjects scanned the 
list in serial order during each pause, al- 
ways starting at Item 1 and terminating 
when the to-be-pronounced item was 
reached, the result would be increasing 
pause times across serial positions. In con- 
trast, if subjects selected each item to be 
pronounced from a decreasing pool of un- 
used items in phonological memory, the re- 
sult would be a decrease in pause times 
across serial positions. There are still other 
mechanisms for which no such serial posi- 
tion effects would be expected. For exam- 
ple, this would be the case if, during each 
pause, subjects did an exhaustive search of 
the list items, if they searched the list items 
in a random order until the item with the 
correct serial position tag was found, or if 
they had to retrieve only a small, fixed sub- 
set of the list items adjacent to and includ- 
ing and to-be-pronounced item. 

An additional constraint on the possible 
mechanisms of recall will be provided by 
evidence on the timing of recall for subspan 
lists. If each pause is used to process only 
the upcoming item and not other items on 
the list, then individual pauses in the re- 
sponse should be just as long for subspan 
lists as for span-length lists presented to the 
same subjects. On the other hand, if the 
processing that goes on during each pause 
must somehow take into account the other 
items on the list (or even a subset of them, 
such as all items remaining to be recalled), 
then the pauses should be shorter in sub- 
span lists than in span-length lists. 

Finally, one manipulation in the present 
study was designed to take into account 
that some contributions to memory span 
are not tied to the rate of speech. Hulme 
and Tordoff (1989) and Schweickert et al. 
(1990) both found that lists of phonologi- 
cally similar items were pronounced as 
quickly as were phonologically dissimilar 
items, even though spans were markedly 

higher for dissimilar lists. These authors 
proposed that phonological similarity in- 
creases the difficulty of retrieving the cor- 
rect items from the phonological buffer. 
The phonological similarity variable was in- 
cluded in the present study also, to examine 
a mnemonic factor thought to be unrelated 
to speaking rate. 

METHOD 

Subjects 
The subjects were 44 children between 4 

and 5 years of age. The present data con- 
sisted of audiotaped recordings from a 
memory-span determination procedure. 
The spans for 37 of these subjects were in- 
cluded within Experiments 1 and 2 of 
Cowan, Saults, Winterowd, and Sherk 
(1991), who did not report measurements of 
response timing. Eleven other subjects who 
had participated in those experiments were 
excluded from the present sample because 
the tape recordings were incomplete or in- 
audible in places. This sample was supple- 
mented with 7 additional subjects who had 
participated in a pilot study and received 
the same memory-span procedure as the 
others. 

Procedure 
Lists to be recalled were spoken at the 

rate of one item per second and were to be 
recalled orally by the subject. For each sub- 
ject, memory spans for phonologically sim- 
ilar and dissimilar lists were determined 
both in a control situation in which subjects 
were unassisted, and in an experimental sit- 
uation in which subjects were assisted in 
some way (through either cumulative pre- 
sentation of the list or repetition of each list 
item by the subject at the time of presenta- 
tion). The present study includes only the 
data from the control condition, which was 
the same for all subjects. 

The words to be recalled were the same 
as those used by Conrad (1971) and Hulme 
(1984). Each list of similar words was 
drawn from the set rat, cat, mat, hat, bat, 
man, bag, tap, and each list of dissimilar 
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words from the set girl, bus, train, spoon, 
fish, horse, clock, hand. Lists of dissimilar 
and similar words were presented in alter- 
nation, starting with lists of two items. Two 
Iists of each type were presented at each list 
length, and the list length was increased by 
one item repeatedly until the subject made 
a mistake on both of the lists of a certain 
length. For the sake of simplicity, span for 
either type of list was taken as the number 
of items in the longest list of that type that 
the subject repeated successfully. Addi- 
tional procedural details were reported in 
Cowan et al. (1991). 

Data Reduction 

Timing measures were taken on all trials 
in which the subject responded without er- 
ror. Audiotaped protocols were analyzed 
with the help of an Apple Macintosh SE 
microcomputer equipped with MacRe- 
corder waveform editing hardware and 
software. The recordings were transmitted 
from the tape deck directly to the MacRe- 
corder digitizer through a wire connection. 
For each trial, the stimuli and responses 
were digitized in a single pass and displayed 
in oscillographic form on the computer 
screen at a standard magnification. The du- 
ration of each segment was determined by 
using computer mouse clicks to highlight 
the segment on the screen and then listen- 
ing to the highlighted portion as another 
check that word boundaries were accu- 
rately determined. The computer provided 
a digital readout of the beginning and end- 
ing locations of the highlighted segment. 

In order to characterize the timing of 
events in the subject’s response, eight mea- 
sures derived from the timing data were 
used. These derived measures are defined 
and discussed below and are illustrated for 
a three-word list in Fig. 2. 

I. Response time. This is the total time 
from the end of the stimulis list presenta- 
tion to the end of the subject’s response. 

2. Preparation time. This is the time from 
the end of the stimulus list to the beginning 
of the subject’s first word in response. 

&$j& Child: 

Fish, Hand, Spoon Fish . . . . Hand-Spoon 
I III II 

Time + 
1 

A BCD EF G 

Response Time: G-A 
Preparation Time: B-A 
Pronunciation Time: G. B 
Speech Time: (C B) + (E -.D) % (6. F) 
Speaking Rate: 3 I (G - B) 
Modified Rate: 2 / (F - B) 
Word Length: Speech time / 3 
lnterword Pause: IfD - Cl + (F - Eli / 2 

I  
, ,  ,  ,  I I  1 

FIG. 2. An illustration of a trial with a list length of 
3 and eight measures calculated on the basis of speech- 
timing information. 

3. Pronunciation time. This is the dura- 
tion of the response from the beginning of 
the first word to the end of the last word, 
that is, the response time minus the prepa- 
ration time. Pronunciation time could be 
the critical limiting factor in recall rather 
than the response time if subjects carry out 
mental operations that postpone phonolog- 
ical memory decay until the end of the pre- 
paratory period. 

4. Speech time. This is the total amount 
of time during which the subject actually 
talked, the pronunciation time minus all in- 
terword pauses. The relevance of this mea- 
sure is that there is an interesting altema- 
tive to the pure decay theory of phonolog- 
ical memory in which short-term memory 
degradation would occur only in the pres- 
ence of an interfering stimulus (Massaro, 
1970). Each item in the response could in- 
terfere with all other items when it is being 
pronounced. 

5. Speaking rate (unadjusted). This is 
simply the number of list items divided by 
the pronunciation time to yield a measure 
of items per second. 

6. Modified speaking rate. This new mea- 
sure is the list length minus one, divided by 
the time from the beginning of the subject’s 
first response word to the beginning, rather 
than the end, of the subject’s last word. The 
measure is needed because there is a con- 
founding factor in the unadjusted speaking 
rate measure, if one wishes to compare 
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rates across list lengths. Specifically, for a 
list containing L items, the ordinary rate is 
NEWbased on the time taken to produce L 
words and L-l interword pauses, which 
works to the detriment of the rate for longer 
lists. For example, a subject who consis- 
tently produces 0.5-s words separated by 
0.2-s pauses would yield an unadjusted rate 
for 2-word lists of [2/(0.5 + 0.2 + O.S)] = 
1.67 items/s, but a rate for 3-word lists of 
[3/(0.5 + 0.2 + 0.5 + 0.2 + 0.5)] = 1.58 
items/s. In contrast, the modified rate is 
based on L-l items and L-l pauses. For the 
subject discussed above, it would yield a 
common rate of [l/O.5 + 0.2)] = [2/(0.5 + 
0.2 + 0.5 + 0.2)] = 1.43 items/s, and the 
same for lists of any length. 

7. Mean word length. This was the aver- 
age duration of words in the responses for a 
particular type of list. 

8. Mean interword pause time. This was 
the average time between words in the re- 
sponses for a particular list type. 

RESULTS 

Memory Span Distributions 

lists, subjects obtained spans of 2 (N = 2), 
3 (N = 20), 4 (N = 20), and 5 (N = 2). On 
phonologically similar lists, subjects ob- 
tained a much lower distribution of spans, 
including spans of 2 (N = 7), 3 (N = 30), 
and 4 (N = 7). The majority of subjects 
thus achieved a dissimilar span of either 3 
or 4, along with a similar span of 3 (for the 
profile “3, 3”, N = 14; for the profile “4, 
3”, N = 15). The spans resemble those in 
other studies with a similar age group and 
methodology (e.g., Hulme, 1984; Hulme & 
Tordoff, 1989). 

Relations between Speech Timing 
Measures and Span 

A series of correlations was conducted 
across all 44 subjects, to observe the rela- 
tion between the memory spans and each of 
the eight timing measures. The means for 
each measure and correlations are shown in 
Table 1, separately for phonologically dis- 
similar and similar lists. The pattern of cor- 
relations, which was almost identical for 
the dissimilar and similar conditions, illus- 
trates an interesting departure from speech 

There was a wide range of variation in rate measures taken in separate, subspan 
performance. On phonologically dissimilar tasks in previous studies. If subjects sim- 

TABLE1 
MEANS AND STANDARD DEVIATIONS ON ALL MEASURES FOR DISSIMILAR AND SIMILAR LISTS, AND 

CORRELATIONS BETWEEN THE TIMING MEASURES AND MEMORY SPAN 

List type 

Dissimilar Similar 

Measure Mean SD r Mean SD r 

Memory span 3.50 (0.66) - 3.00 (0.57) - 
Response time 3.67 (1.29) .59** 3.27 (1.33) .53** 
Preparation time 0.82 (0.40) .ll 0.95 (0.66) .17 
Pronunciation time 2.85 (1.18) .60** 2.32 (0.93) .63** 
Speech time 2.04 (0.53) .a2** 1.68 (0.50) .77** 
Speaking rate 1.36 (0.38) -.26 1.42 (0.43) -.I5 
Modified rate 1.27 (0.W -.23 1.32 (0.50) -49 
Word length 0.58 (0.W .ll 0.56 (0.11) .lO 
Interword pause time 0.32 (0.32) .11 0.32 (0.28) .oo 

Note. For explanations of the measures, refer to Fig. 2 and the accompanying text. Durations are in seconds, 
and rates are in items per second. All timing measures shown and used in correlations were based on span-length 
lists only. 

** p < .Ol. 
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ply read information out of a phonologi- 
cal buffer that was limited by the same 
memory decay function regardless of the 
subject’s level of ability, then one would 
expect no difference across spans in the 
pronunciation times (and perhaps not in 
the total response time either, although 
that would depend on what happens to 
memory during the preparatory intervals). 
One would also expect little or no correla- 
tion between these measures and memory 
span. Instead, however, these correlations 
were highly significant, as were the corre- 
lations between span and speech time (see 
Table 1). 

The means at each span for the three 
speech measures that were correlated with 
span are plotted in Fig. 3, for both dissim- 
ilar and similar lists. Notice that the mean 
pronunciation times increased systemati- 
cally from about 1.5 s for subjects with a 
span of 2 (on either list type) to over 4 s for 
subjects with a span of 5. In contrast, the 
preparation times, interword pause times, 
and lengths of individual words were not 
found to be correlated with span (see Table 
1). Thus, more capable subjects speak at 
the same rate as less capable subjects, but 
respond for a longer time. Notice also that 
the timing results are quite similar for pho- 
nologically dissimilar and similar lists when 
list length is taken into account (Fig. 3). 

If speaking rates during verbal recall 

-t- Pronun Tim? (OS ) 

- - Q - Pronun Ttme (Sfm ) 

f-Speech Time (DIS ) 

--t- Speech Ttme (Stm ) 

1 2 3 4 5 6 

Memory Span 
FIG. 3. Means for three speech timing measures cal- 

culated for span-length lists, separately for each mem- 
ory span. Phonologically dissimilar lists, solid lines; 
similar lists, dashed lines. 

played the same role as the speaking rates 
obtained in separate, subspan repetition 
tasks in previous studies, then the correla- 
tions between recall rate and memory span 
in the present study should be significant. 
Instead, these correlations were low and 
nonsignificant for both the ordinary and the 
modified speaking rates (Table 1). This in- 
dicates that the monotonic memory decay 
mechanism shown in Fig. 1A cannot be the 
right one to account for the rate/span cor- 
relation reported in the literature in tasks 
with a separate, subspan measure of speak- 
ing rate (see above). More capable subjects 
apparently have longer to respond, either 
because they have a slower rate of memory 
decay or, more likely, because they can re- 
activate items better than other subjects, 
postponing decay. 

Reliability of measures. The absence of a 
correlation between any particular timing 
measure in overt recall and memory span 
possibly could be explained in a more triv- 
ial manner, if the reliability of the measures 
was low enough that a true relation was ob- 
scured. In order to examine this possibility, 
correlations between each subject’s perfor- 
mance on dissimilar and similar lists were 
obtained. The correlation between memory 
span on dissimilar and similar lists was 55 
(p < .Ol), suggesting that some general abil- 
ity factor contributed to span in both con- 
ditions. The speech times also were corre- 
lated for the two list types (r = .61, p < 
.Ol). More importantly, though, speaking 
rates were correlated in the two conditions 
(unadjusted rate, r = .38, p < .02; modified 
rate, r = .37, p < .02). Thus, there were 
stable individual differences in speaking 
rates within overt recall, even though the 
rates did not correlate with memory spans. 
Displaying stable individual differences 
even more strikingly, the mean lengths of 
words in the response were highly corre- 
lated for the two list types (r = .81, p < 
.Ol). Clearly, the absence of a correlation 
between mean word length and memory 
span (Table 1) cannot be attributed to un- 
reliability of the word-length measure. 
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Response Timing in Span-Length versus 
Subspan Lists 

The present data sample was adequate to 
examine performance on subspan lists only 
for subgroups of subjects with a dissimilar 
span of 3 (N = 18), with a similar span of 3 
(N = 27), and with a dissimilar span of 4 (N 
= 17). Th; N’s are slightly lower than those 
reported above, because the audiotaped 
records for subspan trials were incomplete 
for a few subjects. 

Subjects with a span of 3. Groups of sub- 
jects with a span of 3 on dissimilar and on 
similar lists were analyzed separately, be- 
cause the two conditions included some of 
the same subjects and some different sub- 
jects. In each condition, a one-way 
ANOVA on modified speaking rates was 
carried out, with list length (two vs three) as 
a repeated measure. For the dissimilar con- 
dition, mean rates were higher for two-item 
lists than for three-item lists (M = 1.64 
words/s vs 1.44 words/s, respectively, 
F(1,17) = 7.35, MS, = .05, p < .02). For 
the similar list condition, as well, the re- 
sults were quite comparable, with means of 
1.65 words/s vs 1.45 words/s for two-item 
lists vs three-item lists, F(1,26) = 4.99, 
MS, = .I 1, p < .04. Analogous effects 
were obtained for both list types in analyses 
of the unadjusted response rate, response 
time, pronunciation time, speech time, and 
interword pause time (all p’s < .OS). In con- 
trast, analyses of the preparation times and 
word lengths yielded no differences ap- 
proaching significance. 

Subjects with a span of4. Results for the 
group with a dissimilar span of 4 were sim- 
ilarly analyzed in one-way ANOVAs with 
list length (2, 3, and 4) as a repeated mea- 
sure. The analysis of the modified speaking 
rate measure yielded a highly significant ef- 
fect of list length, F(2,32) = 16.48, MS, = 
.06, p < .OOl. The mean rates were 1.58, 
1.41, and 1.10 words/s for the three lengths, 
respectively. Similar analyses revealed ef- 
fects of list length on the unadjusted speak- 
ing rate, response time, pronunciation time, 

speech time, and interword pause time (all 
p’s < .OOl), the same measures as in the 
data for subjects with a span of 3. 

Newman-Keuls tests on the modified 
speaking rates indicated that the rates dif- 
fered in lists of length 2 vs 3 (p < .05) as 
well as 2 vs 4 and 3 vs 4 (p’s < .Ol). Thus, 
the rate difference was not simply a differ- 
ence between span and subspan lists; it dif- 
fered also between lists of length span - 1 
vs span - 2. For all of the other measures 
yielding significant effects, the Newman- 
Keuls comparisons of lists of length 3 vs 4 
and 2 vs 4 were significant (p’s < .Ol). For 
most of these measures (speaking rate, re- 
sponse time, pronunciation time, and 
speech time) the comparison between lists 
of length 2 vs 3 also were significant (p’s < 
.05). 

As in the analysis of subjects with a span 
of 3, the analyses of the preparation times 
and word durations in subjects with a dis- 
similar span of 4 yielded no significant ef- 
fect of list length. 

Comparison across spans and list 
lengths. As shown in Fig. 4, when speech 
rates are compared across groups for lists 
of span and span - 1 length, subjects with 
a span of 4 had consistently lower speaking 
rates than subjects with a span of 3. A 2 x 

2 ANOVA of modified speaking rates with 
group (span = 3 vs 4) as a between-subject 
factor and list length (span vs span - 1 
length) as a within-subject factor revealed 

”  

Span Span 1 Span 2 

List Length 
FIG. 4. Modified speaking rates for different com- 

binations of span, list type, and list length (with the 
last of these expressed as the difference from span 
length). 
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significant effects of group, F( 1,36) = 5.32, 
MS, = 0.24, p < .03, as well as list length, 
F(1,36) = 18.97, MS, = 0.05, p < .OOl, 
with no significant interaction. The basis of 
this effect is unclear, but it does demon- 
strate that speaking rates in the overt re- 
sponses to span-length lists certainly were 
not faster in subjects with higher memory 
spans. 

Detailed Pattern of Timing 

The detailed timing patterns underlying 
the comparisons of span length vs subspan 
performance are shown in Fig. 5. The figure 
shows mean times for each combination of 
span, list length, and list type. The top two 
rows of the figure illustrate performance for 
subjects with a span of 3 on similar lists; the 
next two rows, for subjects with a span of 3 
on dissimilar lists; and the bottom three 
rows, for subjects with a span of 4 on dis- 
similar lists. The X axis represents time 
from the end of the stimulus list presenta- 
tion. The leftmost white segment within 
each response strip represents the mean 
preparation time; the first black segment, 
the mean duration of the first item in the 
response; the second white segment, the 
mean first interitem pause; and so on to the 
end of the response. The figure clearly il- 
lustrates that, for a particular subject 
group, the slower response rates for lists 

&an. Ltst Lenath & TV% 

Span 3. Length 2 (Slm ) 

Span 3, Length 3 (Sun ) 

Span 3. Length 2 (DIS ) 

Span 3, Length 3 (01s ) 

Span 4, Length 2 (DIS ) 

Span 4. Length 3 (DIS ) 

Span 4, Length 4 (DE ) 

0 1 2 3 

Time from End of List (4sec) 
5 

FIG. 5. The detailed timing of recall for every com- 
bination of span, list type, and list length. The length 
of the first white bar represents the mean duration of 
the preparatory interval; the first black bar, of the first 
word in the response; the second white bar, of the first 
interword interval; and so on, through the end of the 
response. 

with more items occurred primarily be- 
cause the inter-word pauses increased with 
list length. 

Serial position effects on timing. One 
motivation to examine serial position ef- 
fects in timing is provided by Sternberg, 
Wright, Knoll, and Monsell (1980), in their 
detailed study of the timing of subjects’ 
speeded pronunciation of short lists follow- 
ing a start signal. They observed that the 
responses became progressively slower 
across serial positions. Moreover, the du- 
ration changes across serial positions were 
localized within the words being pro- 
nounced, not within the intervals from the 
end of one word to the beginning of the 
next. To account for their pattern of re- 
sults, Sternberg et al. (1980) speculated that 
the serial position effects had to be ex- 
plained on the basis of an articulatory com- 
mand and execution stage of processing, 
rather than the memory retrieval stage that 
was used to explain list length effects. If 
subjects in the present memory span task 
use similar processes, similar serial posi- 
tion effects should be obtained. 

To examine serial position effects in the 
present data, both word lengths and inter- 
word pauses were subjected to one-way 
ANOVAs with serial position as the within- 
subject factor. These ANOVAs were con- 
ducted separately for various combinations 
of list type (dissimilar or similar), span (3 or 
4), and list length (span, span-l, span-2 if 
applicable). According to some accounts of 
covert processing during the pauses be- 
tween words in the response (described in 
the introduction), there should be strong se- 
rial position effects across successive 
pauses. However, there were no effects of 
serial position in any of the analyses for the 
interword pause times. This matches what 
Stemberg et al. (1980) found, and it contra- 
dicts accounts in which the amount of pro- 
cessing taking place during the pauses in- 
creases markedly across serial positions 
(e.g., always scanning from Position 1 to 
the current position during the pause) or 
decreases markedly across serial positions 
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(e.g., rehearsal of all items remaining to be 
repeated). 

Also in keeping with Sternberg et al. 
(1980), there were serial position effects on 
word durations. However, the changes 
were not always monotonic across serial 
positions and were not consistent across 
list lengths. Among the analyses of word 
lengths, the effect of serial position was sig- 
nificant for dissimilar lists of length 3, both 
in subjects with a dissimilar span of 3, 
F(2,38) = 13.61, MS, = 0.005, p < .OOl, 
with means of 0.60, 0.51, and 0.61 s in the 
three serial positions, and in subjects with a 
dissimilar span of 4, F(2,38) = 4.89, MS, = 
.Ol, p < .02, with means of 0.60, 0.54, and 
0.66 s. Newman-Keuls tests showed that, 
in both groups, the word length in the final 
serial position was significantly longer than 
the middle position, p’s < .Ol. (For the 
span = 3 subjects only, the first and middle 
positions also differed, p < .Ol.) The serial 
position effect on word length was signifi- 
cant as well for subjects with a similar span 
of 3 on lists of 3, F(2,58) = 13.05, MS, = 
0.003,~ < .OOl (M = 0.51,0.50, and0.57 s). 
Newman-Keuls tests indicated that the du- 
ration of words in the final serial position 
was significantly higher than in either of the 
first two positions, p’s < .Ol, which did not 
differ from one another. 

In strong contrast to these results on lists 
of length 3, however, there were no signif- 
icant serial position effects in lists of length 
2 or of length 4. The effects of serial posi- 
tion on word duration for lists of length 3 
only might be best interpreted in terms of 
the conformity of speech production to a 
hierarchical pattern of rhythm. For exam- 
ple, if there were a tendency to conform to 
a rhythm pattern that involved pairs of 
beats, the last word in a 3-word list might be 
lengthened because it is the sole represen- 
tative of a higher order node for the final 
pair of beats. Although this pattern was in 
no way anticipated, it is consistent with the 
theory of Martin (1972) and supporting data 
of Gordon and Meyer (1987). Sternberg et 
al. (1980) did not separate their serial posi- 

tion data according to list lengths, and one 
wonders if similarities to the present pat- 
tern of data would be observed if they had. 

DISCUSSION 

The main outcome of the present study is 
unequivocal. Unlike a subject’s maximal, 
covert speaking rate, which has been con- 
sistently found to correlate with memory 
span (e.g., Baddeley et al., 1975; Hulme et 
al., 1984; Schweickert & Boruff, 1986), the 
rate of overt verbal recall in the present 
study was unrelated to memory span. 
There was, however, a strong correlation 
between the duration of recall on span- 
length lists and memory span. This was 
the case no matter whether the initial pre- 
paratory period was included in the time 
estimates (response time measure) or ex- 
cluded from them (pronunciation time 
measure). 

The present measure of speech rate dur- 
ing verbal recall differed from the separate 
rate measures used in most studies of mem- 
ory span in two ways. First, the present 
subjects were not asked to speak as quickly 
as possible, and second, the present sub- 
jects were timed on lists approaching and 
equalling their memory spans. Theoretical- 
ly, either of these factors could underlie the 
difference in results in the two types of pro- 
cedure. However, Naveh-Benjamin and 
Ayres (1986) replicated the relation be- 
tween speech rate and memory span using a 
rate measure from an unspeeded reading 
task. Therefore, it seems likely that the 
memory factor was the more critical factor 
in the present finding. 

The present results have clear implica- 
tions for the possible mechanisms of recall 
discussed above. In the first mechanism 
(Fig. lA), which was previously suggested 
by Cowan et al. (1992), Schweickert and 
Boruff (1986), and Stigler et al. (1986), in- 
formation is retrieved from a phonological 
store that decays at a fixed rate. According 
to this account, retrieval from the store is 
limited by the store’s duration. If the mech- 
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anism is to account for the finding that a 
person can remember about as much as he 
or she can say in about 2 s (e.g., Baddeley 
et al., 1975), then it would have to be as- 
sumed that the store’s duration is about 2 s. 
Individual differences in memory span 
would result from how quickly different in- 
dividuals could talk, so that subjects with a 
higher span would achieve it by packing 
more response words into the time avail- 
able before the transient store decayed. 
However, the present data clearly indicate 
that something more was involved. Given 
that the duration of responses on span- 
length lists increased steadily with span, to 
a mean of almost 5 s for subjects with a 
span of 5 items (Fig. 3), performance could 
not have been limited by a memory that 
decayed monotonically in about 2 s in all 
subjects. 

Logically speaking, the data could be 
consistent with a version of the monotonic 
decay model in which the duration of the 
store varies drastically (roughly from 2 to 5 
s) among 4-year-olds. However, such a 
drastic individual difference in a structural 
component of memory would be unprece- 
dented. Moreover, if this sort of approach 
were adopted, it still would not provide an 
explanation for the ubiquitous finding in the 
literature that subjects can recall about as 
many items as they can pronounce in 
about 2 s. 

It is also possible to consider a version of 
the monotonic decay model in which there 
would be memory decay only while the 
subject is pronouncing a word and neither 
decay nor reactivation during the interword 
pauses (i.e., an output interference ap- 
proach that would be similar to a model of 
memory interference developed by Mas- 
saro, 1970). However, this leads to the pre- 
diction that the summed duration of all 
words in the response (i.e., the total time of 
output interference) should be constant 
across individuals. This was not the case; 
the summed duration (speech time mea- 
sure) was found to be strongly correlated 
with memory span. 

At first glance, the present data would 
appear to be at odds with the findings of the 
only other published study in which the 
timing of recall was measured. Specifically, 
Stigler et al. (1986) tested digit span in En- 
glish- versus Chinese-speaking adults and 
found a marked Chinese-speaking advan- 
tage on digit span (and on subjects’ maxi- 
mal articulation rates for digits), but still no 
difference between languages in the dura- 
tion of spoken recall. Response durations 
had similar distributions in the two lan- 
guage groups, with a mean of under 3 s in 
each. 

The present data, the data of Stigler et al. 
(1986), and the prior data on maximal 
speech rate and memory span all can be 
accommodated by an account that involves 
a decay-and-reactivation type of mecha- 
nism during overt recall, as shown in Fig. 
IB. Within such an account, phonological 
memory would decay while subjects repeat 
a word, but would be reactivated to some 
extent in the pauses that occur between 
words in the response. The difference be- 
tween the present data and those of Stigler 
et al. can be explained on the basis of dif- 
ferences in the degree to which the vari- 
ables examined influence decay versus re- 
activation. 

Word length is one variable that clearly 
affects decay (Cowan et al., 1992). It ex- 
tends the duration of each word within the 
spoken response and therefore imposes 
longer periods of decay for lists composed 
of longer words. Because of this additional 
decay of memory for lists composed of 
longer words, spans would be lower for 
longer words. Thus, the longer word dura- 
tions in the response would not necessarily 
result in longer total response times. In the 
case of Stigler et al. (1986), the word length 
manipulation in fact altered individual word 
durations in the response, but not the total 
response durations. 

In contrast to duration of words in the 
response, the duration of pauses between 
items in the response might not be affected 
by word length manipulations. The reacti- 
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vation process could be similar to mental 
scanning of a memory set, and several stud- 
ies have demonstrated that word length 
does not affect the rate of scanning (Clifton 
& Tash, 1973; Sternberg et al., 1980). 

Individual differences in memory span 
would have very different implications for 
recall than word length does. Cavanagh 
(1972) has demonstrated that the mental 
scanning of items is highly correlated with 
memory span. It is also clear that the max- 
imal rate of speech is highly correlated with 
memory span (Baddeley et al., 1975; Hulme 
& Tordoff, 1989; Schweickert & Boruff, 
1986). Therefore, it seems almost certain 
that the rate of reactivation in interword 
pauses in the response would be correlated 
with memory span (assuming that reactiva- 
tion consists of covert articulation, mental 
scanning, or some combination of both of 
these). Faster reactivation would tend to 
counteract memory decay, permitting a 
longer response. In contrast to the reacti- 
vation rate, though, the duration of words 
in the response need not be correlated with 
memory span. There could even be factors 
that tend to lengthen the duration of words 
in the response in more capable subjects, 
such as an attempt to speak clearly, which 
would cancel out any tendency toward in- 
creasing speed of word pronunciation in 
more capable subjects. 

The rough equivalence of pause times in 
span-length lists for subjects of all spans 
does not necessarily contradict the thesis 
that processing in these pauses is faster for 
subjects with a higher span. Bear in mind 
that the amount of processing to be done 
during the pauses would be, according to 
many accounts (see below), proportional to 
the number of items in the list. For exam- 
ple, a subject with a span of X may carry 
out processing during the pauses only half 
as fast as a subject with a span of 2X (e.g., 
a subject with a span of 2 may scan both 
items in a span-length list in about the same 
amount of time that a subject with a span 
of 4 can scan all 4 items in a span-length 
list). 

In sum, word lengths would affect word 
durations in the response, whereas the sub- 
ject’s span would be related to the rate of 
reactivation of items in the interword 
pauses in the response. This would account 
for the finding of no word length effect on 
total response duration at span (Stigler et 
al., 1986) together with the present finding 
of a strong positive relation between mem- 
ory span and the total response duration at 
span. Thus, two factors that are related to 
memory span (word length and individual 
differences in certain processing speeds) 
are suggested to have different, separable 
implications for span. 

List Length Effects, Serial Position 
Effects, and Accounts of Covert 
Processing in Span Tasks 

One key point that remains unclear 
within the theoretical account offered 
above (Fig. 1B) is the nature of the reacti- 
vation process that occurs in pauses within 
the response. Several additional findings of 
the present study may shed light on this 
unanswered question. First, it was found 
that the rate of responding was faster for 
lists of span - 1 length than for span length, 
and faster still for lists of span - 2 length. 
The slowing in speaking rate as the list 
length increases toward the subject’s span 
occurred because of increases in the inter- 
word pauses rather than increases in the 
length of words in the response. This tind- 
ing closely confirms and extends the gener- 
ality of what Sternberg et al. (1978, 1980) 
found in tasks with adult subjects in which 
a list of 1 to 5 items was to be pronounced 
as quickly as possible on each trial follow- 
ing a ready signal. As in the present study, 
the speaking rate decreased monotonically 
with the number of items in the list, and this 
effect of list length was localized in the in- 
terword pauses rather than word durations. 

Another finding of the present study was 
that there was no effect of serial position on 
pause duration. This favors accounts in 
which the amount of processing accom- 
plished during the pauses stays about the 
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same while the subject’s response pro- 
gresses from one word to the next. The 
finding of no serial position effect on pause 
times matches what Sternberg et al. (1980) 
found in a study of the speeded repetition of 
subspan lists. 

At least two types of more detailed ac- 
counts of covert processing during pauses 
in the present task are possible given the 
present data, and these will be described 
below. 

Memory scanning account. The type of 
account of scanning that Sternberg et al. 
(1978, 1980) developed on the basis of the 
speeded pronunciation of subspan lists (in- 
cluding a large body of converging evi- 
dence) can be adapted to account for the 
present data also. Within that account, 
each item is represented in short-term stor- 
age with a serial position tag, but the order 
in which the items are scanned in memory 
is random. The subject cannot read out the 
items in the correct serial order but must 
scan them in search of the correct serial 
position tag. It is assumed that items re- 
main in short-term storage even after they 
are selected (i.e., that the set size does not 
shrink across serial positions). The larger 
the number of items in the list, the longer 
will be the average scan time for each tar- 
get. The data are insufficient to determine if 
the scan is exhaustive or self-terminating. 

The application of the scanning account 
to memory span performance could make 
sense of the finding (Cavanagh, 1972) that 
span is correlated with scanning speed, if 
one adds the assumptions that scanning 
serves to reactivate items that are scanned 
and that these items otherwise decay from 
transient storage. Faster scanners would 
reactivate more items in a comparable 
amount of time, thus counteracting decay 
more efficiently and permitting a longer re- 
sponse, containing more items, in these 
faster scanners. When a supraspan list is 
encountered, however, the subject presum- 
ably cannot scan all of the items quickly 
enough to reactivate them before they de- 
cay. A longer pause duration would not 

help, because some items would decay 
while other items were being reactivated by 
the scanning process. Finally, each sub- 
ject’s scanning rate would apply also to 
subspan lists, so that list length effects 
would be based on the number of items that 
the subject must scan at his or her personal 
rate. 

It is important to keep in mind that this is 
an account of processing during the pauses 
only. By itself, it cannot explain the word 
length effect on memory span, because 
word-length effects have not been obtained 
in scanning studies (Clifton & Tash, 1973; 
Sternberg et al., 1978). Word-length effects 
might be accounted for, at least partly, by 
the duration of the pronunciation of words 
in the response (Cowan et al., 1992), possi- 
bly in combination with rehearsal effects 
during reception of the list (Baddeley et al., 
1984). It would be interesting to further ex- 
amine performance in the presence of a 
nonverbal response such as those used by 
Henry (1991). With such a response, mem- 
ory span might be most equivalent not to 
the amount that subjects can pronounce in 
2 s (Baddeley et al., 1975; Hulme & Tord- 
off, 1989; Schweickert et al., 1990), but to 
the amount that subjects can scan in about 
240 ms (Cavanagh, 1972). 

One minor problem for the scanning ac- 
count is that a significant effect of list length 
on preparation time was obtained in the re- 
search of Sternberg et al. (1978), but not in 
the present study. Although the present 
preparation times may simply have been 
too variable to show such a relationship 
(see above), it is also possible that prepara- 
tory processes differ for novel lists ap- 
proaching span length (in the present study) 
versus lists that can be more easily recalled 
(in Sternberg’s procedure). This question 
cannot be resolved with the present data 
set. 

Processing capacity account. A different 
explanation of the processing in the pauses 
within the responses in the present study 
involves the assumption that individual dif- 
ferences in mnemonic ability reflect differ- 
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ences in the availability of a general pro- 
cessing capacity, as in the theories of Pas- 
cual-Leone (1970) and Case (1972). 
According to those theories, a general pro- 
cessing capacity or storage space must be 
used both to hold items in short-term stor- 
age and to perform operations on those 
stored items. The processing capacity 
available for the short-term storage of items 
is whatever capacity is not used up by the 
operational schemes needed for the task to 
be performed. The available capacity pre- 
sumably increases with development, ei- 
ther because the total capacity increases 
with development or because the available 
capacity gets used more efficiently (for a 
discussion of these possibilities see Kail, 
1990). 

In the present study, the subject must 
hold all items in storage while searching for 
the one that should be pronounced next. 
The larger the number of items being held, 
the smaller would be the processing capac- 
ity available for the search process itself. 
The search process could be slower when 
conducted with less free processing capac- 
ity (i.e., as the subject’s span is ap- 
proached) and impossible when the avail- 
able processing capacity falls below a cer- 
tain threshold (span exceeded). According 
to this account, capacity would directly de- 
termine span (i.e., the list length at which 
the subject cannot hold all of the items in 
memory and still carry out the necessary 
operations). Speed-of-processing differ- 
ences related to span (e.g., the effect of list 
length on pause durations) would be 
byproducts of the amount of free capacity 
as a function of list length. 

Distinguishing between the accounts. 
Arguing against the processing capacity ac- 
count, Sternberg et al. (1978, 1980) re- 
ported that the duration of responding was 
insensitive to a memory load that was inde- 
pendent of the primary, speeded pronunci- 
ation task. Still, it remains possible that the 
finding does not apply to a memory span 
situation and therefore that the capacity ac- 
count is correct in that situation. 

Thus, at present, both scanning accounts 
and capacity accounts of the data remain 
theoretically possible, although the data of 
Sternberg et al. (1978, 1980) together with 
the relatively close correspondence be- 
tween those findings and the present obser- 
vations of timing in a memory span task 
favor the scanning account. The key ques- 
tion is what the nature of the most funda- 
mental individual difference is. Does pro- 
cessing speed determine memory capacity, 
or vice versa? This is a difficult question 
that has not easily yielded to experimental 
investigation. For example, an attempt to 
raise memory span by training children to 
pronounce the relevant word set more 
quickly (Hulme & Muir, 1985) had little 
chance to succeed because the valiant at- 
tempt to increase pronunciation speeds 
failed. 

A tractable research strategy for the near 
future might be to test assumptions of par- 
ticular models of each type. For example, 
one important issue is the type of the covert 
processing that occurs between words in 
the response. Is this process limited to 
mental scanning as Sternberg’s account 
suggests, or does it consist at least partly of 
covert rehearsal? This question can be ad- 
dressed by examining the effect of word 
length on the timing of spoken recall. 
Whereas considerable evidence indicates 
that the time it takes to pronounce a word 
affects the speed of covert rehearsal (Bad- 
deley, 1986), other evidence just as clearly 
indicates that this factor makes no differ- 
ence in mental scanning for the sake of re- 
trieval (Clifton & Tash, 1973; Sternberg et 
al., 1978). A scanning-only account pre- 
dicts no effect of word length on interword 
pauses in the response. 

One reason to suspect that scanning 
rather than covert rehearsal is occurring 
during interword pauses is that there is not 
enough time to do very much covert re- 
hearsal. It is clear that covert rehearsal pro- 
ceeds at about the same rate as the maximal 
rate of overt pronunciation (Landauer, 
1962). Judging by the maximal speech rate/ 
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memory span relation obtained by Hulme 
and Tordoff (1989), the present subjects 
(who had a mean span of 3.5 items on dis- 
similar lists) should be rehearsing at the 
rate of about 330 ms/item. If they were to 
rehearse all items in a span-length list, it 
should therefore take an average of about 
1.17 s. In contrast, the actual mean inter- 
word pause was only 320 ms. The estimated 
time that it would take for children to scan 
all of the items is much more reasonable. 
Specifically, inserting the present memory 
span into the relation between scanning 
rate and memory span reported by Ca- 
vanagh (1972) would lead to a scanning rate 
estimate of 72 ms/item. (The reasonable- 
ness of this estimate is strengthened by the 
fact that an estimate of 55 ms/item was ob- 
tained for 8-year-olds, the youngest age 
tested, by Keating et al., 1980). Given the 
present scanning estimate, subjects could 
scan a span-length (3.5 item) list in an esti- 
mated 252 ms, close to the obtained mean 
interword pause time of 320 ms. 

Summary and Conclusions 

The articulatory loop theory of Baddeley 
(1986) has been useful as a “grand theory” 
that has the generality and flexibility to ac- 
count for a wide spectrum of results. How- 
ever, as such, its future usefulness depends 
on how carefully the theory can be articu- 
lated. One aim should be to specify in 
greater detail the mechanisms of short-term 
memory storage, decay, and activation in 
particular tasks. The present research has 
attempted this by examining the timing of 
spoken recall in a memory span task with 
4-year-old children. The finding that the 
timing of spoken recall does not bear the 
same relation to memory span as does the 
timing of pronunciation in separate, low- 
load repetition tasks helps to clarify the op- 
eration of memory decay and activation. 
The data suggest that the theory of memory 
span based on a transient phonological 
store (Baddeley, 1986) is appropriate, but it 
may have to appeal to models of memory 
scanning (Sternberg et al., 1978, 1980) in 

order to account for the way in which re- 
trieval and reactivation of items occurs dur- 
ing pauses within the response. Obtaining a 
more complete data base on response tim- 
ing should be a high priority for the near 
future, as it may improve our understand- 
ing of memory span. 
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