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Short-Term Memory Based on Activated Long-Term Memory: A Review
in Response to Norris (2017)
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University of Missouri

Short-term memory (STM), the limited information temporarily in a state of heightened accessibility, includes
just-presented events and recently retrieved information. Norris (2017) argued for a prominent class of theories
in which STM depends on the brain keeping a separate copy of new information, and against alternatives in
which the information is held only in a portion of long-term memory (LTM) that is currently activated
(aLTM). Here I question premises of Norris’ case for separate-copy theories in the following ways. (a) He did
not allow for implications of the common assumption (e.g., Cowan, 1999; Cowan & Chen, 2009) that aLTM
can include new, rapidly formed LTM records of a trial within an STM task. (b) His conclusions from
pathological cases of impaired STM along with intact LTM are tenuous; these rare cases can be explained by
impairments in encoding, processing, or retrieval related to LTM rather than passive maintenance. (c)
Although Norris reasonably allowed structured pointers to aLTM instead of separate copies of the actual item
representations in STM, the same structured pointers may well be involved in long-term learning. (d) Last,
models of STM storage can serve as the front end of an LTM learning system rather than being separate. I
summarize evidence for these premises and an updated version of an alternative theory in which storage
depends on aLTM (newly clarified), and, embedded within it, information enhanced by the current focus of
attention (Cowan, 1988, 1999), with no need for a separate STM copy.
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Recently, Norris (2017; henceforth Norris) reviewed the evi-
dence for several alternative theoretical views regarding the mech-
anisms of short-term memory (STM), the limited information held
in mind only temporarily, with special attention to the serial recall
of lists. He suggested in the title and throughout the article that,
after the many years of research in this field, STM and long-term
memory (LTM), the vast store of information learned over a
lifetime, are still different. According to Norris, this difference
between STM and LTM must include not merely a portion of LTM
that is in a special, activated state (e.g., Atkinson & Shiffrin, 1971;
Cowan, 1988, 1999; Norman, 1968; Ruchkin, Grafman, Cameron,
& Berndt, 2003; Shiffrin, 1975), a suggestion that can be traced
back to the beginning of the field of experimental psychology (see
Raaijmakers & Shiffrin, 2003). According to Norris (and cf. Bad-
deley, 2003), STM must include a separate copy of the information or,
at least, a set of temporary pointers to the relevant LTM items to
represent the structure of the materials in the set to be remembered.

Given the great importance of STM for human information
processing, understanding the basis of STM is theoretically cru-
cial. In the present response to Norris, I argue that a separate copy

of the information is not needed. Further, in the absence of a
separate copy, pointers are indeed needed, but they need not be
separate from the long-term learning system.

Among the theories that Norris disputed is the embedded-
processes theoretical framework (Cowan, 1988, 1999), in which
STM is conceived as activated long-term memory (aLTM) and,
embedded within it, more-processed information comprising up to
several separate items or ideas in the focus of attention (FoA)
concurrently. The dispute interested me but, when I first read
Norris’ article, I was unconcerned about our differences in opin-
ion. Later, though, I noticed that misconceptions about the alter-
native models stated by Norris were repeated frequently and en-
thusiastically among researchers with similar views, as strong
evidence for the separate-copy theory. I believe that these miscon-
strued points considerably distort the debate. The purposes of the
present reply are thus to describe the points overlooked by Norris
and misconceptions arising from them, and to present an updated
version of the embedded-processes theory, with no separate copy
of information outside of the LTM system, in light of the last 30
years of evidence, and to show that it remains viable.

Organization of the Reply

First, I describe the points raised by Norris, and then the key
distinctions between three views to be compared: the separate-
copy view articulated by Norris, a unitary memory view that
Norris critiques, and my embedded-processes view that he also
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critiques. Next, I introduce replies to key points raised by Norris
(see Table 1 summary). Last, I explain in more detail a viable
alternative conception of processing with no separate copy of
information in STM, depicted in Figure 1.

It is important to identify the set of tasks under consideration.
There is fairly good agreement about immediate recall tasks that
can be considered indices of STM, including serial recall of lists,
free recall of lists, recognition of items from lists or spatial arrays,
and probed item reproduction (Cowan, 2017a; Oberauer et al.,
2018). The present discussion will concentrate on these tasks with
the most emphasis on serial recall of lists, like Norris. I will also
suggest how common processing mechanisms may be shared by
very different kinds of tasks.

Points Raised by Norris

Eleven key points raised by Norris are listed in Table 1 (numbers
in parenthesis correspond to the numbered list given in the table). (1)
First, Norris asserted that a new configuration of information can be
saved in STM only with a separate store containing a separate copy of
the information or a separate reference to it via a set of pointers, not
just storage in aLTM. The latter was conceived as a temporarily very
accessible state of a small amount of information from LTM. So, for
example, if one tries to remember the sentence, “Three penguins
jumped off of the rocks,” there could be activated representations of
penguins, rocks, and jumping, but aLTM was said to be unable to
form a new configuration from the familiar elements. (2) It was stated
that multiple tokens of the same type cannot be represented in aLTM.
If one saw the series 5–1–5, the digits (types) 1 and 5 could be
represented but not the two separate tokens of the digit 5, so recon-
struction of the list would supposedly be impossible. (3) It was stated
that, although there are a number of computational and theoretical
models of STM, none exists based only on aLTM. (4) It was stated
that STM recall differs from LTM recall in its properties (e.g., with
phonological confusions typical of STM recall and semantic confu-
sions typical of LTM), so that the two must have different storage
mechanisms. (5) It was stated that computational models have in-
cluded separate rates of memory loss over time, or decay, for STM
and LTM, suggesting that they are based on different storage mech-
anisms. (6) It was suggested that small periods of time play an
important role in STM recall (e.g., the rate at which an individual can
rehearse words or refresh information using attention, and the time
available to do so), which would be true of an STM store but
presumably not aLTM. (7) The Hebb effect (Hebb, 1961) was said to
dissociate STM retention from LTM learning of the same informa-
tion. For verbal sequences, STM retention and LTM learning both can
succeed, but for visual arrays, STM retention can succeed where LTM
learning fails, so STM and LTM learning appear to have different
properties overall. (8) A separate STM store is needed to keep track
of variable binding, such as the associations between instances of the
word some and the two verbs in the sentence, some left and some
stayed. (9) Neuropathological deficits distinguish STM from LTM
storage. One can find patients with STM deficits but normal LTM, or
LTM deficits but normal LTM, so they presumably cannot be based
on the same storage medium. (10) Tasks are impure measures of
either STM or LTM so, if one finds evidence of both kinds of memory
in a single procedure, this does not imply that they rely on a common
storage mechanism. (11) Finally, Norris suggested that although there
is neuroimaging evidence seeming to point to aLTM sites for infor-

mation being retained in STM, this evidence does not indicate that the
aLTM sites are responsible for STM retention; neuroimaging results
are seen as correlations with behaviors, not necessarily causes. These
premises will be reconsidered here (not completely in the order Norris
used), after key distinctions between different views are discussed.

Key Distinctions Between Different Views

In this section, three kinds of approaches to STM are described:
a separate-STM-copy approach, a unitary-memory approach, and
an embedded-processes approach. The last approach, the one ad-
opted here, is further clarified in terms of three issues: decay
versus interference, central executive function and attention, and
the role of rapid new learning. These distinctions between views
are described to set the stage for a reply to Norris’ points and a
description of how an alternative, the embedded-processes view,
can account for the relevant evidence.

Separate-STM-Copy Approaches

Norris proposed two versions of the separate-copy STM view. In
one version, the information from the environment and, as needed,
from LTM is copied into STM. Even if the ability to form new
long-term memories is destroyed through brain damage, the ability to
form temporary, new STM structures presumably can be preserved. In
a second version of the theory that Norris proposed, it is not the
structured set of item representations that is entered into STM, but a
set of temporary pointers to LTM contents, indicating which items
have been presented, organized in a way that describes their relation
to one another. A further preference Norris stated for both varieties is
that they should be separate for different types of information (spe-
cifically phonological, visual-spatial, and multimodal episodic infor-
mation). It was allowed that some kind of activation of LTM could
exist, perhaps underpinning a sense of familiarity, but it was asserted
that this aLTM would be insufficient to represent new relationships
revealed in the memory trial that did not exist in LTM beforehand.

It is noteworthy that there is another, very different theoretical
approach in which it has been suggested that a separate copy of
information is needed for STM, one without different storage
modules for different content areas but with temporary associa-
tions (Oberauer, 2009; Oberauer, Souza, Druey, & Gade, 2013),
and that approach too will be briefly discussed and critiqued.

Unitary Memory Theories

Unitary memory theories (e.g., Brown, Neath, & Chater, 2007;
Surprenant & Neath, 2009) hold that only one set of mechanisms
and rules is needed to account for all of memory. The difference
between memory in the short term and memory in the long term is
said to be in the presence of much more interference from other
trials and intervening events in a delayed memory test, including
both proactive interference (from material presented before the
stimuli to be recalled) and retroactive interference (from material
presented after the stimuli to be recalled, but before its recall).
These approaches clearly have no separate STM copy.

Embedded-Processes Approach

In this approach (Cowan, 1988, 1999, 2001, 2005/2016, 2010),
memory is represented by LTM along with a subset of features that
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Table 1
Responses to the Arguments for a Separate Copy of Information in STM

Description of argument
Argument for separate copy

(with key references)
Response against separate copy

(with key references)

1. Storage of new configurations is
needed in STM

Activated long-term memory (aLTM) has no
way to know about the spatial or temporal
configuration of stimulus elements
(Baddeley, 2003; Norris, 2017)

Everyone recognizes there must be new, rapid learning of
information in STM tasks (e.g., Keppel & Underwood,
1962), and the newly-learned information is typically
still in an activated state, aLTM, at the time of test
(Cowan, 1999).

2. Token representations cannot be
represented in aLTM, only types

aLTM cannot represent separate tokens of the
same type, as in the series 1–7-1; this is the
problem of two (Jackendoff, 2002; Norris,
2017)

aLTM includes rapid learning of information, and
therefore can include the same episodic information
about tokens that one adds to LTM (Cowan, 1999;
Nairne & Neath, 2001)

3. No extant model of STM
performance based on aLTM

Unlike separate-copy mathematical models of
STM (e.g., Burgess & Hitch, 2006; Henson,
1998), there is no well-specified aLTM
model of STM (Norris, 2017)

Including new learning as part of aLTM changes the
need, because separate-STM-copy theories might be
reclassified as the front end of long-term learning.
Many long-term learning models exist. A few working-
memory models deal explicitly with aspects of aLTM
and new learning (Anderson & Matessa, 1997; Cowan,
Rouder, Blume, & Saults, 2012).

4. STM recall differs from LTM recall
in its properties

Hebb (1961) learning doesn’t work when only
alternate items are repeated between trials
(Cumming, Page, & Norris, 2003) so order
cues differ. STM operates with
phonological information; LTM, with
semantic information.

There is evidence that long-term learning with repetition
heavily relies on item-item associations (Zaromb et al.,
2006), not just item-position as implied by Cumming
et al. LTM with reduced interference looks more
similar to STM (Dewar, Garcia, Cowan, & Della Sala,
2009; Ecker, Brown, & Lewandowsky, 2015; Ecker,
Tay, & Brown, 2015). Unlike the usual procedures,
STM can use semantic information (Potter, 1993) and
LTM can be made to use phonological cues when such
cues are best suited to the encoding context (Morris,
Bransford, & Franks, 1977). Order retention suffers in
dyslexia within both STM and LTM (Martinez Perez,
Majerus, & Poncelet, 2013; Szmalec, Loncke, Page, &
Duyck, 2011).

5. Separate STM and LTM decay rates
in models for a reason

Models of STM include 2 decay rates, fast
and slow (Burgess & Hitch, 2006;
Oberauer, Souza, Druey, & Gade, 2013)

Episodic LTM learning can be rapid (Wixted et al., 2014,
2018) and the data do not strongly support the need for
both decay rates.

6. Small periods of time play an
important role in STM

Effects of speed of rehearsal (Baddeley,
Thomson, & Buchanan, 1975) and free time
for refreshing (Barrouillet, Portrat, &
Camos, 2011) implicate processes to
counteract temporal decay.

Decay is practically non-existent for well-learned items
presented in slow series (Oberauer & Lewandowsky,
2008), which can remain active in aLTM in large
numbers (Endress & Potter, 2014; Wolfe, 2012),
whereas decay over several seconds is found for
poorly-learned items presented quickly or in brief
spatial arrays (Ricker, 2015; Ricker & Cowan,
2014).Unused time between items may result in the
opportunistic use of the hippocampus for further
consolidation (Mednick, Cai, Shuman, Anagnostaras, &
Wixted, 2011).

7. Failure of Hebb-like effect for visual
arrays, further dissociating STM
from LTM

Spatial arrays do not yield learning in
recognition tasks (Logie, Brockmole, &
Vandenbroucke, 2009), suggesting no clear
LTM representation formed

Learning may be impeded because a different subset of
the spatial array is entered into STM on each trial, and/
or because change trials introduce interference with the
representation

8. Variable binding must be encoded
into STM

It is not enough to retain STM information
about binding; roles must be retained, e.g.,
one mention of dog as agent and another as
patient in the same sentence

Patients with hippocampal damage and LTM deficiency
also show a deficit in variable binding, in sentence
comprehension requiring variable binding for pronoun
assignment (Kurczek, Brown-Schmidt, & Duff, 2013)

9. Neuropathological deficits
distinguish STM from LTM

Deficits in STM with preserved LTM show
that STM cannot simply be a portal for
LTM, but rather a separate copy of
information (Warrington & Shallice, 1969)

Specific deficits in STM performance could come from
deficient processes specific to STM maintenance (e.g.,
rehearsal: Cowan, 1988; or other kinds of deficient
coding: Cermak, 1997; Morey, 2018; Morey, Rhodes,
& Cowan, 2019; Ruchkin, Grafman, Cameron, &
Berndt, 2003). Also, LTM procedure used have not
closely matched STM procedures used.

10. Tasks are impure measures of
either STM or LTM

Deficits in STM that accompany LTM
damage are restricted to supraspan lists,
where LTM learning occurs (Jeneson &
Squire, 2012)

LTM learning may make use of use the focus of attention
once for subspan lists but reiteratively for supraspan
lists (Rhodes & Cowan, 2018), and the reiterative
process could be impaired.
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are in a temporarily activated state, making these items more
rapidly and reliably accessible than other items in LTM. This
aLTM was originally defined by the notion that features, when
they are not mentally rehearsed or refreshed, decay to the point of
becoming useless within several seconds, involving a loss of
activation. Now, based on recent findings to be discussed (e.g.,
Oberauer & Lewandowsky, 2008; Ricker, 2015; Ricker & Cowan,
2014), it seems clear that the rate of loss is quite variable, depend-

ing on how completely the information was processed and con-
solidated into memory when it was presented.

Within aLTM, a subset of the information is highlighted by the
FoA, which includes more processed, integrated information lim-
ited to about three to five independent, coherent units or chunks.
STM performance is presumably based on items in the FoA
supplemented by information in aLTM (including new learning,
and also information recently retrieved from LTM), which is

Table 1 (continued)

Description of argument
Argument for separate copy

(with key references)
Response against separate copy

(with key references)

11. Neuroimaging as a correlation
fallacy

The finding of STM activity in the same areas
known to mediate LTM does not imply that
this LTM activity causes STM
maintenance. It is just a correlation
(Baddeley, 2003)

The scientific method seeks the most parsimonious and
adequate theory that can accommodate all of the
evidence, including correlations and causation. The
neuroscientific evidence for the embedded-processes
approach includes correlational neuroimaging-behavior
correspondences (e.g., Chein & Fiez, 2010; Cowan,
2011; Cowan et al., 2011; Kalm & Norris, 2017;
Lewis-Peacock, Drysdale, Oberauer, & Postle, 2012;
Li, Christ, & Cowan, 2014; Majerus et al., 2016;
Öztekin, McElree, Staresina, & Davachi, 2009) and
causal TMS evidence (Postle et al., 2006; Rose et al.,
2016).

Note. STM � short-term memory.

Figure 1. A simplified sketch of the embedded-processes model in a brain context. DLPFC � dorsolateral
prefrontal cortex; IPS � intraparietal sulcus; LTM � long term memory. Modeled after the proposals of Cowan
(1995, 1999) with refinements from more recent literature on the focus of attention or FoA (literature on the IPS
discussed in the article, e.g., Cowan et al., 2011) and on the locus of covert verbal rehearsal (Chein & Fiez, 2001,
2010). Dashed arrows represent attention-related processes, including central executive control of the contents of the
FoA, pointers from the FoA to currently attended aLTM, and connectivity to the hippocampus and adjacent areas for
permanent storage of new LTM. Dotted lines represent processes that may operate outside of attention, including a
covert verbal rehearsal activity making use of, and perpetuating, verbal information in aLTM, and hippocampal
activities using aLTM and FoA input to record new memories that also alter the LTM regions. It is not yet clear
whether unattended aLTM elements are to be represented primarily by synaptic weighting of information that is
invisible to functional MRI (Rose et al., 2016) or by neural activity that does not include the attention circuit
(Christophel et al., 2018). Some new concepts and episodes possibly might form in LTM regions with FoA
involvement, but they might not survive permanently without normal hippocampal function.
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included in the FoA as needed, up to a limit of several separate
chunks. In keeping with the notion that concepts of temporary
memory were “evolving” (stated in the title of Cowan, 1988), the
concept of aLTM is still evolving, as I will show.

Decay and interference. The embedded-processes approach
shares with the multicomponent approaches the assumption of
time-based decay, absent from unitary approaches. However, the
embedded-processes approach shares with the unitary approach a
great reliance on principles of interference between items when
their features are similar (e.g., Nairne, 1990), though there are
unanswered questions about the nature of interference (e.g., Hintz-
man, 2016).

In contrast to the embedded-processes and unitary approaches,
multicomponent approaches including that of Norris hold that the
amount of interference depends on whether two sources of mate-
rials are saved in the same STM storage module, in which case
they interfere with one another a lot (e.g., both verbal), or different
modules, in which case they hardly interfere with one another
(e.g., one verbal, one spatial). The embedded-processes approach,
however, considers features of many types (e.g., acoustic, phono-
logical, orthographic, spatial, visual, touch, taste, and smell) and
their combinations (e.g., the spatial locations of sounds), and all of
these features would not fit neatly into a few modules so, for the
sake of simplicity, there is no attempt at a taxonomy of aLTM
substores. When the decay rate is very slow, for well-processed
items, the information remains activated until a critical amount of
interference occurs.

Central executive function and attention. The embedded-
processes approach has a greater reliance on the FoA concept than
either of the other approaches. It shares with the multicomponent
approach the notion of central executive processes that control the
flow of information between parts of the system. In the seminal
work of Baddeley and Hitch (1974) that stimulated the field of
working memory, the central executive included memory of ab-
stract information, which would be similar to the FoA, but that
memory was eliminated later (e.g., Baddeley, 1986). The multi-
component model was then missing some mnemonic capabilities
that must exist, which were later assigned to the episodic buffer
(Baddeley, 2000). Its STM capabilities that were highlighted were
STM for binding (association) of features or items across modal-
ities and integrated semantic information. These are capabilities
that the embedded-processes approach handles through informa-
tion included in the FoA and linked to aLTM.

Role of rapid new learning. A key property of the embedded-
processes approach that Norris did not discuss was that informa-
tion can be learned quite quickly, so that newly learned structures
(such as the serial positions of list items, spatial positions of array
items, or binding of items to semantic roles) are processed by the
FoA and are concurrently learned, resulting in new aLTM material
that can be used on the trial (though learning may be imperfect and
later retrieval depends on interference and on retrieval cues). Like
the second version of Norris’ theory, one way to interpret the FoA
is that it holds pointers to the information in aLTM, structured to
represent the new information. Unlike Norris’ theory, though, this
information also alters LTM. This learning capability was made
clear by Cowan (1999) and expounded upon by Cowan and Chen
(2009). Norris cited the latter without commenting on the learning
property.

This reply provides the argument for a system in which all
storage of information in normal individuals contributes to new
learning in LTM. The pointers that Norris described could be
seated in the FoA in an embedded-processes conception, and
the result would include new learning that would guide both
STM and LTM task performance. Counterarguments from Nor-
ris will be critiqued, and the most important points are summa-
rized in Table 1.

Reply to Norris: aLTM With New
Long-Term Learning

Two overarching points need to be addressed. First, problems
brought up by Norris regarding complex structures in STM, ex-
emplified here by a discussion of types and tokens, can be ad-
dressed by new learning, without a separate STM copy of infor-
mation. I will discuss how that can occur. Second, I will address a
number of stated objections to the assumption in the embedded-
processes approach that there is no separate STM copy of infor-
mation.

How Is Structure Encoded Into STM? The Problem
for Encoding STM Stated by Norris, Versus
Resolution of the Problem Through New Learning

Norris noted that STM must include information not only about
what items are currently to be remembered, but also what their
relationship to one another is in the material to be remembered. A
key example he offered is the distinction between types and
tokens. As Norris explained, memory for the series 6–3–6 could
not be encoded in aLTM, which presumably would be able to
include only the types (categories) 6 and 3, but not two separate
tokens (instances) of the same type (6) in first and third positions,
as is needed to allow correct serial recall. Presumably, according to
Norris, a separate mechanism would be needed to indicate that the
digit 6 appears twice, once before and once after the digit 3.

Although this example shows the inadequacy of aLTM defined
totally as the activation of information learned prior to the presen-
tation of the series to be remembered, that is not how I have
defined it, and I have not found anyone who thought preexisting
aLTM was sufficient for STM performance. In my discussion of
the issue, aLTM also includes information newly learned about the
current ensemble of information, still in an active form at the time
of recall or recognition (Table 1, Point 1). Cowan (1999) stated it
as follows:

Finally, there is one important qualification of the statement that
working memory contains activated elements of long-term memory.
Most stimulus situations in life include novel combinations of familiar
features. In memory the elements are activated independently, but the
particular links between those elements are often novel. The current
combination of elements may, however, be stored as a new long-term
memory trace. Declarative memories are said to be encoded only with
the presence of attention, whereas procedural memories might be
encoded more automatically, provided that sufficient attention is
devoted to the task to allow the relevant stimulus features to be
processed. (Cowan, 1999, p. 89)

Thus, the concept of rapid long-term learning has long been part
of the embedded process view and is not an ad hoc invention in
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response to the criticism of Norris or others such as Logie and
Della Sala (2003). Moreover, given that rapid LTM learning acting
in concert with the FoA serves a function similar to the episodic
buffer (Baddeley, 2000), it is useful to realize that my 1999
description, based on a 1997 conference presentation, was not
formulated in response to the episodic buffer but, rather, may have
highlighted some of the rationale leading to that buffer. Baddeley
(2000) and I thus have addressed the need for flexibility in coor-
dinating and binding different kinds of units in STM, but with my
earlier conception being less modular in nature.

Cowan and Chen (2009; mis-cited as 2008 by Norris) further
emphasized this need for long-term learning to be considered as
part of aLTM:

We address the question of whether information in STM can be
conceived as the activated portion of long-term memory. The main
problem for this conception is that STM must include new associa-
tions between items that are not already present in long-term memory
(or sometimes between items and serial positions). Relevant evidence
is obtained from a task in which new word pairings are taught and
then embedded within a short-term serial recall task. We conclude that
rapid long-term learning occurs in STM procedures, and that this rapid
learning can explain the retention of new associations. (Cowan &
Chen, 2009, p. 86)

If aLTM can include newly learned associative information,
then it can represent new sequences, even including repetitions of
a token within a list, as these clearly can be learned (Table 1, Point
2).

To describe this learning further, new LTM is largely episodic
in nature, but multiple episodes with commonalities can be com-
bined in the brain to form new semantic concepts in LTM (cf.
Anderson & Ross, 1980; Watkins & Kerkar, 1985). For the future,
it might be clearer if a different term is used to describe this
new-learning source of aLTM such as, perhaps, new-learning
aLTM. It would account for new associations, such as binding
items to their serial and spatial positions and binding features
within items (e.g., which shape was presented in which color), as
well as semantic roles filled by items (e.g., in the sentence, The
officer lost the gun, the officer’s role as an agent or actor and the
gun’s role as a patient or object of the action).

Is a Separate STM Copy Necessary?

Here I respond to Norris’ arguments for a separate copy of
information in STM, showing how STM storage nevertheless
could be identified with aLTM storage, with STM as the portal for
LTM learning as in classical conceptions (e.g., Atkinson & Shif-
frin, 1968). To do so, I consider evidence to address Norris’
concerns about learning, neuropathology, neuroimaging, cognitive
modeling of STM supporting an aLTM approach, and modularity
versus nonmodularity of storage.

Norris’ separate stores versus rapid, new learning. Norris
suggested that STM and LTM stores are separate. He did acknowl-
edge that new LTM traces are formed rapidly. For example, he
mentioned (p. 995) that “Implicit learning occurs even in tasks
which ostensibly only require STM.” Nevertheless, he did not
consider that this newly learned information might be the basis of
STM performance in total, encoding such details as repeated digits
in a list. Why not? One reason might be because information that
can be retrieved in an STM task greatly exceeds what is remem-

bered later in a delayed task, seeming to suggest that STM per-
formance includes a separate copy of information that is then lost
and unavailable for a delayed task. However, one can instead
explain discrepancies between immediate and delayed memory by
interference (cf. Table 1, Points 4 & 7).

Interference effects and new learning. Norris may not have
allowed for the full implications of interference in memory. Re-
garding the reasons why information might be present in the short
term and gone in the longer term, researchers espousing a single-
store, unitary memory model (e.g., Bjork & Whitten, 1974; Brown
et al., 2007; Crowder, 1982; Keppel & Underwood, 1962; Mc-
Geoch, 1932; Nairne, 2002; Surprenant & Neath, 2009) have a
point. Information about an event memorized when it occurred
may persist in memory but, as time goes on and stimuli accrue, the
retrieval of that information can become more difficult. A key
principle of forgetting noted by these theorists is interference. The
ability to engage in delayed recall depends upon the right recall
cues to retrieve the correct information, despite other prior trials
with similar materials acting as interference. Suppose, for exam-
ple, n trials of immediate recall are followed by a delayed request
to retrieve information from Trial x. Information from Trials 1 . . .
x � 1 act as proactive interference and information from Trials x �
1 . . . n act as retroactive interference. From a unitary memory
view, the passage of time between immediate-recall Trial x and the
delayed recall of it may increase proactive interference by making
Trial x less temporally distinct compared with prior trials (e.g.,
Glenberg & Swanson, 1986; though unexpected temporal intervals
within lists do not seem to facilitate list recall as shown by Nimmo
& Lewandowsky, 2005, 2006; Parmentier, King, & Dennis, 2006),
and it allows more trials to contribute to retroactive interference,
which may be more potent than proactive interference because of
overwriting of features (e.g., Nairne, 1990).

Even STM theorists do not completely deny that newly learned
information contributes to memory in STM tasks. Importantly,
Burgess and Hitch (2006), upon which Norris relied, noted:

The context signals are ambiguous with respect to the traditional
distinction between STM and LTM. They are responsible for aspects
of ISR [immediate serial recall] traditionally associated with LTM,
such as learning over repetitions and position-specific intrusions . . .
as well as effects of temporal grouping within STM. . . . In the revised
model, we have sought to make clear their role in the transition of
order information from STM to LTM. Thus, in the absence of repe-
tition of lists, context signals play a role in maintaining order in STM
(but not a crucial one, given that recovery from inhibition during
presentation provides an alternative ordering mechanism, see Burgess
& Hitch, 1999) . . . and mediate effects of temporal grouping, and
long-term connection strengths from context sets to item nodes are not
reliably strengthened. When order information is reliably repeated,
however, a context set becomes associated with the repeated pattern
and effectively provides a form of long-term memory for that se-
quence. (Burgess & Hitch, 2006, p. 646)

Where my interpretation differs from Burgess and Hitch (and
Norris) is in the understanding of nonrepeated information. Bur-
gess and Hitch’s statement that a long-term connection is not
reliably strengthened with a single presentation cannot be taken
literally, or else connection strengths would never build up over
repetitions. An alternative is that single presentations do provide
rapid long-term learning that is often sufficient for immediate
recall, given that there is not much interference from other trials.
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This single-presentation learning would be insufficient for delayed
recall, for which there is more interference that can (a) cause
inactivation of the newly learned information and (b) make it
difficult to know which information needs to be reactivated. Bur-
gess and Hitch, as well as Norris, rest their case for a separate STM
copy on differences between STM storage and LTM learning, such
as the absence of long-term benefits when only every other item in
a list is repeated (Cumming, Page, & Norris, 2003). This absence
of benefits from partial repetition could be explained, however, if
retrieval of the information is not simply a matter of associations
of items with serial positions, but also interitem associations. For
example, when Zaromb et al. (2006) carried out free recall with
some of the same items repeated between lists, the repeated items
were recalled well, but they also caused more intrusions from the
items that were neighbors of the repeated items in the previous,
recent lists, suggesting interitem associations based on contiguity
in the list.

Variable binding and new learning. Norris was also con-
cerned about the issue of variable binding between items in STM:

[C]onsider how we might maintain a coherent representation of a
sentence such as “The young boy saw the boy who was singing.” Here
the problem is not simply representing the order of the words, or even
that there are two tokens of the word boy, but appreciating that there
are two different boys, one of whom is singing and one of whom is
young. It’s necessary to both represent multiple tokens and the bind-
ings between each of those tokens and other components of the
sentence. However, this cannot be achieved solely by coactivating and
associating existing representations (as assumed by Cowan and Chen,
2009 [mis-cited as 2008 by Norris] . . . This might seem to present a
severe problem for Oberauer’s three state model. (Norris, 2017,
p. 1000)

This kind of representation would be impossible using only
prelearned aLTM, but it is quite naturally accomplished when one
adds rapid new learning as part of aLTM on a trial (Table 1, Point
8). The fact that Cowan and Chen (2009) did not consider cases of
variable binding in no way implies that their proposed mechanism
would be unsuitable to handle it. It would seem unparsimonious to
have a dedicated STM module (or modules) that could not only
order phonological, lexical, and object units but could also repre-
sent abstract roles such as two different boys with different attri-
butes, when the same apparatus is then needed for long-term
learning as well. Parsimony points toward a theory in which STM
and LTM binding are created by the same mechanism.

Evidence for STM as a portal for LTM. One way to distin-
guish a separate STM copy from STM as a portal for LTM would
be if only STM tasks revealed a capacity limit, but that does not
appear to be the case (Table 1, Point 2). Nairne and Neath (2001)
presented lists of two to nine words to be rated on their pleasant-
ness. Following a 5-min period filled with a geometric task, there
was a surprise memory task in which each list was represented
with the words in alphabetical order, the task being to reproduce
the previous list order. If LTM learning follows different rules than
STM, one might not expect a capacity limit in this task. If,
however, immediate experience conveys episodes of limited length
or complexity to LTM, performance should depend on the length
of the original list. That was the finding, with performance declin-
ing dramatically with the original list length and with about half of
the words correct for 5-word lists. The findings suggest that each

list formed a new episodic record that could be reactivated later,
with the STM limits affecting how much was incidentally learned
from each list. Cowan, Donnell, and Saults (2013) similarly pre-
sented lists of three, six, or nine nouns for an orienting task in
which the participant was to select the most interesting word in
each list. Later, a surprise recognition test was presented in which
the task was to determine whether two words came from nearby
serial positions of the same list or nearby serial positions of
different lists. This task was accomplished at better accuracy when
the words came from three-word lists compared with longer lists.

Norris’ neuropathologies of separate stores, versus neuro-
pathologies of separate processes. Norris asserted the existence
of separate STM and LTM storage based on neurological damage
cases in which STM performance is lost with preserved LTM
performance, or vice versa. Before evaluating this argument, I
would note that the arena of neurological damage seems like quite
a tricky one that may be misleading, given the present state of the
art. Most brain lesions are messy, not confined to one functionally
defined brain region or area. Each patient’s damage is unique. It is
difficult to avoid approaching the patient with a biased, self-
confirmatory view. Investigators often ignore cases that do not fit
the pattern they are looking for, considering those cases to be
impure or uninteresting. Time with a patient is usually short, and
patients cannot always complete the desired tasks correctly; it can
be difficult to test thoroughly. Thus, one must proceed cautiously.

Interpretation of patients with dissociations. The results of
patients with STM-LTM dissociations may have to be accounted
for differently than Norris did (Table 1, Point 9). Consider the
well-known patients with medial temporal lobe damage who have
impaired delayed-recall performance with intact immediate recall
(e.g., Scoville & Milner, 1957). If there were a separate copy of
information in STM, then it would be possible to have damaged
LTM with preserved STM as Norris suggested. However, Norris’
favored theory involved STM pointers to LTM information and
temporary structure of the pointers as the basis of STM. There is,
however, a potential problem with the latter account as applied to
the patients. If LTM is damaged, then the pointers could be
pointing at damaged information, yet immediate recall of subspan
lists is preserved. How can this happen? The pointer theory seems
to require that the information needed for immediate recall is
temporarily present in memory, in the same neural tissue that
ordinarily would lay down new LTM traces, but then is not
permanently saved because of damage to the LTM consolidation
system. A further possibility, though, is that the pointers them-
selves (and their temporary structure) are not unique to STM, but
also serve as the basis of the LTM learning system in healthy
control participants.

An obvious prediction from this aLTM account of immediate
memory performance is that, if STM encoding is damaged, then
there must be impairment also in LTM learning. In apparent
contrast to this view is the evidence supporting preserved LTM
learning along with STM impairment (Basso, Spinnler, Vallar, &
Zanobio, 1982; Saffran & Marin, 1975; Shallice & Vallar, 1990;
Shallice & Warrington, 1970; Vallar & Baddeley, 1984; Vallar, Di
Betta, & Silveri, 1997; Vallar & Papagno, 1995; Vallar, Papagno,
& Baddeley, 1991; Warrington, Logue, & Pratt, 1971; Warrington
& Shallice, 1969) as noted by Norris. A key point that must be
made, however, is as follows. According to theories without a
separate STM copy, such as the aLTM theory of Cowan (1988,
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1999), the role of LTM is different in immediate and delayed tasks.
In immediate tasks, the special distinctiveness of the most recently
presented set of memoranda makes that set easily retrievable
whereas, in delayed recall, the retrieval task is plagued by inter-
ference from other trials. In the memory representation, after a
filled delay, there is a stream of memories marked by time and
other distinguishing aspects of context, but these cues are not
always sufficient to select the right memory to be retrieved (e.g.,
Bjork & Whitten, 1974; Brown et al., 2007; Glenberg & Swanson,
1986). Under that logic, it is possible to have a kind of neural
damage that impedes retrieval of information from newly formed
LTM in delayed recall, without much harm to the ability to retrieve
the same information from aLTM in immediate recall, when in-
terference from other trials is minimized and activation has not yet
decayed.

The implications of new LTM formation in STM tasks are
far-reaching. Norris (p. 993) argued that there must be a separate
STM store partly on the basis of a review of medial temporal lobe
damage and LTM deficits by Jeneson and Squire (2012). He noted
that those patients show STM deficits only “with supraspan stimuli
that exceed the capacity of STM.” With these supraspan stimuli, it
is clear that a learning mechanism is defective; there is a steep
shelf of performance separating the subspan from supraspan lists.
What is not clear is whether there is a separate STM storage
mechanism as Norris supposes, or whether the STM capacity limit
applies for another reason (Table 1, Point 10). Specifically, ac-
cording to Cowan (1988, 1999, 2001, 2005/2016), the capacity
limit of STM is in the amount of information that can be held in the
FoA at once, not a separate copy of the information but a privi-
leged state in which up to three or four integrated objects or ideas
are held. Responding for up to that number of objects can occur
directly from the information in the FoA or from simple learning
based on it, whereas recall of supraspan lists requires that the FoA
be used reiteratively, to overcome capacity limits. In that reitera-
tive process, some information is off-loaded into aLTM as a newly
learned structure so the FoA can then grapple with additional
information. The information held with the FoA could be de-
scribed as a structured set of pointers, in keeping with Norris but,
unlike Norris’ conception, it would also serve as a portal to LTM
learning. For example, to learn the list of digits 739482, the
individual might memorize 739, then 48, and then the association
between these segments as 739–48, subsequently incorporating
the last digit to encode 739–48-2. That reiterative process (see
Rhodes & Cowan, 2018) would presumably be available for im-
mediate recall and the products would be permanently stored,
although massive interference from other trials would often pre-
clude its delayed recall. LTM damage could impede the reiterative
process, affecting only supraspan performance.

Role of interference. In support of this account of a persistent
LTM representation of new information that is difficult to retrieve
after the passage of time, some studies show that, if interference
can be greatly reduced during the encoding process, then delayed
recall can be improved in amnesic individuals. For example,
Dewar, Garcia, Cowan, & Della Sala, 2009) found that densely
amnesic patients could recall dramatically more of a word list after
a 9-min retention interval when the first 6 min of that time period
were spent in a quiet, dark room before 3 min of interfering
material were introduced, compared with when the interfering
material was introduced earlier within the 9-min retention period.

The benefit of a no-interference memory consolidation period does
not appear to depend on covert rehearsal during that period
(Cowan, Beschin, & Della Sala, 2004; Dewar, Alber, Cowan, &
Della Sala, 2014) and, in healthy older adults at least, it has been
shown to persist at least a week after learning (Dewar, Alber,
Butler, Cowan, & Della Sala, 2012). There are also studies indi-
cating advantages of removing interference before, as well as after,
the memoranda, for typical adults (Ecker, Brown, & Le-
wandowsky, 2015; Ecker, Tay, & Brown, 2015).

Processing-based accounts of neuropathologies of memory.
Optimal retrieval cues may tend to differ in immediate versus
delayed recall. Therefore, if something were damaged in the kinds
of encoding mechanisms needed for delayed recall, then one could
expect STM task performance loss with preserved LTM perfor-
mance (e.g., Warrington & Shallice, 1969). As Norris pointed out,
short-term recall tends to benefit from phonological cues, whereas
long-term recall tends to benefit from semantic cues. This distinc-
tion, however, need not result from separate stores. If one is
planning immediate recall of a short list of words, for example, it
may not be necessary to encode the list in a semantic or elaborative
manner, inasmuch as the current phonological and lexical units can
seem temporally distinct. In delayed recall, in contrast, there may
be a greater retrieval problem if the participant received many lists
that have overlapping phonological and/or lexical properties, and it
could help to encode not only phonological properties, but also
semantic properties that make each list unique—the novel combi-
nations of semantic representations in each list. This logic of
avoiding retrieval interference in delayed recall is consistent with
evidence that contributed to a levels-of-processing account of
memorability (Craik & Lockhart, 1972; Craik & Tulving, 1975),
indicating better long-term memorability of stimuli originally en-
coded with semantic, and not only phonological or physical, prop-
erties of the stimuli.

Cowan (1988, 1995, 1999) reviewed evidence that there are, in
fact, semantic aspects of stimuli encoded in short-term recall and
phonological or physical aspects in long-term recall; what sets
these kinds of recall apart, I would argue, is the combination of the
current distinctiveness and types of interference from which the
retrieval process must occur. This combination can be manipu-
lated, for example making phonological information more useful
than semantic information in long-term recall when the phonolog-
ical information is more appropriate to the retrieval task (e.g.,
Morris, Bransford, & Franks, 1977).

Other theorists have accounted for STM damage with intact
LTM not from a loss of a separate STM copy of the information
(e.g., Warrington & Shallice, 1969), but from selective loss of
other processes that differentiate short- and long-term recall (e.g.,
Cermak, 1997). Cowan (1988) offered one such alternative ac-
count:

I have discussed evidence that the short- and long-term stores cannot
be distinguished on the basis of phonemic versus semantic content.
The alternative view that was proposed is that the control processes
associated with the two stores differ. The subject described by Shal-
lice and Warrington may have had a deficiency in one or more of the
control processes used to enhance short-term storage (e.g., covert
articulation).This would also explain why the STM deficit in this
subject was later found to occur primarily for verbal items and why
visually presented verbal items did not result in acoustic confusions as
they do in normal subjects (Warrington & Shallice, 1972).These
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factors suggest that the parallel-stores model is not necessary to
account for the results. (Cowan, 1988, p. 182)

A selective deficit in STM thus theoretically could occur even if
the STM storage medium is neurally embedded within LTM. It
also could occur if there is partial damage to the memory consol-
idation system, which could prove insufficient in its initial con-
solidation in real time but could repair or improve the consolida-
tion later. In this vein, it has been suggested that the hippocampal
system returns to consolidate memories when it is not engaged in
processing new input (Mednick, Cai, Shuman, Anagnostaras, &
Wixted, 2011). To my knowledge, given the various unknowns
about the rare patients with a selective STM deficit, none of the
evidence seems to rule out this approach based on selectively
damaged control processes. Ruchkin et al. (2003, p. 711) made a
similar argument, for example noting that “Romani and Martin
(1999) reported that individuals with a semantic short-term mem-
ory deficit also have difficulty forming semantic but not phono-
logical long-term memories, whereas individuals with a phonolog-
ical short-term memory deficit show the reverse pattern of
difficulty. Therefore, when the nature of the representations is
taken into account, the neuropsychological evidence for distinct
short-term and long-term memory stores is not compelling.”

Importantly, in the studies of list recall in patients with memory
deficits, different materials are presented for memory in the short
and long term. Suppose that, in an experiment, participants were
told, “I am going to present a series of digits and I want you to
repeat them now and also remember them for later.” It does not
seem likely that an individual with selective STM impairment
would be unable to repeat the digits immediately, yet show no
deficit compared with typical individuals repeating the digit list the
next day. Rather, immediate memory tests involve materials rather
devoid of possible elaborative encoding features, or of time to use
them well, and a deficit is obtained given poor consolidation of the
list structure. Typical participants carry out memory maintenance
for immediate recall presumably by repeatedly retrieving the ma-
terial using covert rehearsal or attention (e.g., Camos, Mora, &
Oberauer, 2011), which can keep the list items in an activated
state, albeit without great improvement of the representation. At-
tempting the same kinds of processes, patients with an STM
deficiency would allow the materials to lose activation. Long-term
memory tests typically involve cues that can lead to reasonable
levels of recognition and recall later, which requires materials that
can be encoded as a new, rich LTM structure that can be noticed
and is thereby relatively easy to retrieve later, and STM patients
may have preserved elaborative rehearsal processes for these
richer materials.

Loss of verbal STM with preserved LTM has also been ex-
plained recently on the basis of another type of possible processing
deficit, impaired mappings of verbal input to motor output, again
without resorting to the notion of a separate STM copy (Morey,
Rhodes, & Cowan, 2019). Similarly, Morey (2018) suggested that
cases of visual or spatial STM damage are not reported in a manner
that can clearly implicate a damaged visual or spatial STM store
per se, as opposed to affiliated capabilities used in the tasks
examined. In sum, unlike what Norris and others have claimed, the
neuropathological literature does not appear definitive as a source
of evidence for a separate STM copy.

Neuropathology and variable binding. There is even some
evidence for a convergence of STM and LTM mechanisms for the
variable binding situations discussed earlier, and by Norris. Kurc-
zek, Brown-Schmidt, and Duff (2013) examined the use of STM to
interpret pronouns in participants with or without hippocampal
damage. An example (p. 142) is the passage, Melissa is playing
violin for [Debbie/Danny] as the sun is shining overhead. She is
wearing a blue/purple dress. Remembering the names seems crit-
ical to interpreting the referent of the pronoun she. The healthy
control participants and control patients with ventromedial pre-
frontal lesions were able to use the gender of the second-named
person to determine who was intended by the pronoun and, when
both names were female, these participants strongly tended to
assign she to the first name. Patients with hippocampal lesions,
however, did not clearly make these distinctions; the use of STM
in processing appears to have been deficient. This is a kind of
memory that Baddeley (2000) would have attributed to the epi-
sodic buffer, but here it can be seen that the long-term learning
system is needed for the task. Baddeley’s episodic buffer may be
handling what are, in reality, products of the long-term episodic
learning system applied to STM situations.

Norris’ view of neuroimaging evidence as correlational,
versus neuroimaging evidence for STM as activated LTM.
Norris discusses various forms of evidence dwelling on neural
activity. Activity typically related to the encoding and long-term
storage of a particular kind of information in functional MRI
(fMRI) studies shows up also during STM tasks. This kind of
finding has been used to argue that the basis of STM is aLTM, but
Norris points out (p. 998) that “The fact that LTM activity can be
decoded during short-term retention interval does not imply that
those LTM representations are responsible for short-term reten-
tion.” That false implication was called a correlation fallacy, in
which a correlate is unjustifiably assumed to be causal.

Although it is a reasonable point to be careful not to interpret
correlation as causation, and Norris rightly considers neuroimag-
ing evidence to be correlational with respect to behavior, such
correlations are still useful in distinguishing between theories
(Table 1, Point 11). For example, we have a theory of gravity
based largely on planetary motion that we cannot manipulate.
Correlations do not prove causation, but they do point to good
places to look for possible causation, as researchers typically
assume, for example, when they use structural equation models.
Neuroimaging evidence in fact paints a story that seems friendly to
the notion that there is a common mechanism for STM storage and
new LTM learning during the course of an STM trial.

Interpretation of the neuroimaging evidence. Recent re-
search goes beyond a correlation between memory and neural
activation in several ways, including observations of when neural
activation appears, disappears, and reappears. The research takes
advantage of multivoxel pattern analysis, a technique in which one
can examine patterns of activation specific to certain kinds of
stimuli. In a neuroimaging procedure used by Lewis-Peacock,
Drysdale, Oberauer, and Postle (2012), for example, two types of
stimuli to be remembered are presented on a trial (e.g., a word and
different orientations of bars), followed by a cue that a recognition
probe for one of these stimuli is about to be presented (e.g., a
word). The recognition probe and response are then followed by a
second cue, forewarning of another probe either in the same
modality or in the other modality. When the first cue indicates that
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a particular type of item (e.g., bars) is not immediately needed, it
has been found that the pattern for that type of item subsides to
baseline. If, however, the second cue indicates that that type of
item will soon be needed, its activity pattern has been found to
revive. Thus, the information not currently needed, but possibly
needed later in the trial, is preserved in a dormant or inactive form.
The distinguishing features of the information are heavily based on
posterior brain regions that are active in the initial encoding of
stimuli of different sorts, suggestion that information highlighted
by the FoA could be a reactivation of neural patterns present when
the items were initially perceived and memorized. Elsewhere in the
brain, there may be active neural patterns also for items that are
needed but are currently not attended (Christophel, Iamshchinina,
Yan, Allefeld, & Haynes, 2018).

In fMRI research on serial order STM, Kalm and Norris (2017)
recently found frontal and temporal regions that are active during
both the encoding and the recall of the serial order of pictures.
Given what is known about the brain, it is possible that there is a
temporal region representing serial order regardless of the domain
of the stimuli, and that the frontal region is involved in the process
of memorizing serial order relations. If the serial order STM
storage mechanism doubled as an LTM learning mechanism, one
might have expected activation including or surrounding the hip-
pocampus as well, given the aforementioned, well-known relation
between hippocampal activity and long-term learning (e.g., Med-
nick et al., 2011), but hippocampal activity is known to be difficult
to detect unless one is looking for it specifically, and it could have
been overlooked in this study. Elsewhere, there is evidence sug-
gesting hippocampal involvement in order memory. For example,
Öztekin, McElree, Staresina, and Davachi (2009) presented lists of
five letters in tasks of item recognition and judgment of recency
and, in both tasks, found fMRI evidence of the involvement of
both the frontal-parietal attention network and the hippocampus
(cf. Ekstrom, Copara, Isham, Wang, & Yonelinas, 2011).

Causal neural evidence of aLTM involvement. Rose et al.
(2016) have now taken the field closer to a causal model of
behavioral activation, and a clearer idea of the neural substrate of
behavioral activation. In particular, for a type of item potentially
needed later in the trial but not needed currently (e.g., faces),
transcranial magnetic stimulation (TMS) of the appropriate area in
the posterior cortex brings back the telltale neural pattern and
brings back the behavioral sign of its presence in the FoA. Mag-
netic stimulation does not bring back the pattern of an item that is
definitely no longer needed for that trial. These results suggest a
dormant but still relevant status that we might identify as aLTM,
with the revived neural pattern indicating inclusion in the FoA.

Norris’ claim that there is no explicit model of aLTM, versus
actual models including new learning. Norris implied that
there are no models of STM as aLTM designed to account for data
in detail, such as serial position functions in recall (Table 1, Point
3). My own embedded-processes model was depicted as somehow
mutating over time repeatedly to account for new behavioral data,
in such a manner that, by the time of Cowan and Chen (2009),
there was very little remaining reliance on aLTM to carry out the
work of STM recall:

Given that not all short-term storage in Cowan’s model is supported
solely by activated LTM, the crucial question then is what is the
remaining force of the claim that STM is activated LTM? Is there any

part of the process of retaining information over the short-term that
can be served simply by activating LTM? One factor that makes it
hard to answer this question is the absence of a computational spec-
ification of what it means for LTM to be activated, and of how that
activation then supports memory. As Cowan’s position has evolved to
accommodate a broader range of behavioral data, it has had to respect
the fact that very little of that data can be explained purely in terms of
activation. (Norris, 2017, p. 996)

The only relevant shift in my model that I can think of is that the
point about aLTM including new learning, and thus remaining
critical in all sorts of STM tasks, may not have been made clearly
until Cowan (1999). Most of the other concerns may come from
this early statement having been missed. Moreover, the extra
something that Norris was looking for in addition to aLTM,
something to represent serial order information, may have been
present in the Cowan (1988) model all along. It was described in
the form of the FoA and its functions in conjunction with LTM.
The FoA was said to have a small capacity (3–5 items: Cowan,
2001) in comparison to aLTM limited not by capacity but by
decay. It was stated (Cowan, 1988, p. 171) that the central exec-
utive processes worked with the FoA to carry out, among other
functions, “problem-solving activities including principled long-
term memory retrieval and a recombination of short-term memory
units to form new associations” and (p. 177) that “the central
executive calls up additional relevant information and forms
broader associations among the stimuli and between the stimuli
and prior memories.”

Formal embedded-processes model. I have acknowledged
that accounting for serial order information is difficult, and have
sometimes taken the approach of trying to examine capacity with
serial order concerns removed. Thus, Chen and Cowan (2009)
found constant capacity of recall across lists comprising multiword
chunks of 1 or 2 words (in the latter case learned through repeti-
tion), using a scoring method in which serial order errors were
ignored; and Cowan, Rouder, Blume, and Saults (2012) found a
capacity parameter based on recognition of single words within
lists of one-, two-, or three-word sequences that were familiar
based on their semantics and on idiomatic expressions (e.g., ball;
garbage truck; leather brief case), which once more did not
require serial order information, except for the rapid learning of
semantically viable chunks like leather brief case. So, in my own
work I have not much tackled the basis of serial order information.
In that sense, my modeling efforts (culminating in Cowan et al.,
2012) have in fact focused on aspects of aLTM that could be based
on temporary activation of already-known units, without worrying
about most of the contribution of new learning of interitem struc-
ture during the trial itself. Cowan et al. showed that this kind of
information is modeled well by a constant capacity within an
individual of about 3 chunks on average, supplemented by an
additional contribution of information from newly learned aLTM
for single-word chunks. Despite this focus on item information in
the formal model, what is needed in principle for memory of serial
order and other interitem structure in the stimulus set (e.g., spatial
arrangement of an array) can, I would argue, be accounted for by
new learning that becomes available as part of aLTM by the time
a response is required on the trial.

There are exceptions to my not having dealt with structure of a
memory set. Most relevant is an investigation (Cowan, Saults,
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Elliott, & Moreno, 2002) in which nine-digit lists were recalled
starting at serial positions 1, 4, or 7 depending on the recall cue.
The results showed that output interference explained the typical
serial position function of serial recall and showed that for triads
recalled first, the serial position function looked very much like the
typical free recall function (cf. Bhatarah, Ward, Smith, & Hayes,
2009; Grenfell-Essam, Ward, & Tan, 2017; Ward, Tan, &
Grenfell-Essam, 2010).

Interpretation of models of serial order. I appreciate the
many sophisticated, rigorous attempts that investigators have made
to account for and model serial order information (Anderson,
Bothell, Lebiere, & Matessa, 1998; Anderson & Matessa, 1997;
Botvinick & Plaut, 2006; Brown et al., 2007; Brown, Preece, &
Hulme, 2000; Burgess & Hitch, 1992, 1999, 2006; Farrell, 2012;
Farrell & Lewandowsky, 2002, 2004; Grossberg & Pearson, 2008;
Henson, 1998; Houghton, 1990; Hurlstone, Hitch, & Baddeley,
2014; Lewandowsky & Farrell, 2008; Lewandowsky & Murdock,
1989; Nairne, 1990; Page & Norris, 1998, 2009) and order in free
recall (Howard & Kahana, 2002; Lohnas, Polyn, & Kahana, 2015;
Polyn, Norman, & Kahana, 2009; Sederberg, Howard, & Kahana,
2008). The viability of an approach involving aLTM with new
learning does not depend on coming up with a separate serial order
memory model specifically within the embedded-processes frame-
work, inasmuch an adequate model of serial order memory in STM
formulated by another investigator also could also serve as the
long-term learning mechanism.

The case against this view that the embedded-processes ap-
proach could adopt a previous model of serial order in STM is
essentially that much is remembered in the short term that is
forgotten in the long term (see Norris). My counterargument is that
all information that is used in STM tasks may, in some ways, enter
and alter LTM, but that one cannot expect to see this happening
because the information becomes more difficult to retrieve after
long, filled retention intervals. The most common assumption
throughout the history of cognitive psychology is inevitable trans-
mission of some information from every STM episode to LTM
(e.g., Atkinson & Shiffrin, 1968; Broadbent, 1958; Schacter,
1987). Consequently, it seems to me that the onus for assessing
this STM-to-LTM transmission must be born by investigators with
all views pro and con. For example, in future work, models of
long-term episodic learning (e.g., Gers, Schmidhuber, & Cum-
mins, 2000; Wixted et al., 2014, 2018; Wörgötter, & Porr, 2005)
could be compared with STM models to find out whether they are
compatible.

In my further discussion I will focus on a particular model, that
of Burgess and Hitch (1999, as modified in 2006) for reasons to be
explained shortly. Hurlstone and Hitch (2018), along with Norris,
recently discussed the literature on models of serial order memory.
Among the models (which I cited earlier), the foremost principle is
competitive queuing, a process in which there are two layers of
nodes (simulated neural centers), a parallel planning layer along
with a competitive choice layer. In a first step, relative levels of
activation are established for nodes in the parallel planning layer,
and then the competitive choice layer determines which node wins
the activation contest. For the present purposes, the most critical
model, which was based on competitive queuing, is that of Burgess
and Hitch (2006). It is critical because their model addresses the
interplay between STM and LTM. In the model, each item in a list
to be remembered is encoded along with associations to its context,

and the context includes serial position and grouping cues, as well
as cues from learned information. These associations between
items and context guide the parallel planning layer. The item-
context associations are said to decay at two different rates, a rapid
rate that is used to explain transient phenomena, and a slow rate
that is used to explain longer-term phenomena. Burgess and Hitch
(2006, p. 630) noted that “The strengthening process has two
components, one large-amplitude and short-lived, the other small-
amplitude but slowly decaying and so more cumulative.” The
justification for this distinction between two types of learning with
different decay rates (Table 1, Point 5) was that learning of
repeated lists (the Hebb effect: Hebb, 1961) was not influenced by
phonological factors said to be specific to the STM process. For
example, doing a serial recall task while repeating a word over and
over (articulatory suppression) did not alter the rate of learning of
repeated lists, but did worsen recall at every stage of learning. A
slow decay process was needed even for the longer-term learning
because the rate of learning depended on how many nonrepeated
lists separated the repeated lists.

The model of Burgess and Hitch (2006) does a lot, but what is
at issue here is the stipulation of two decay rates. One problem
with these rates is that, for word lists, it has been difficult to find
any direct evidence of decay at all. Oberauer and Lewandowsky
(2008) imposed variable delays between items in the recall period
of a serial recall task, sometimes filled with concurrent articulatory
suppression and attention distraction, and still found little or no
decay. To be sure, there are theories of serial recall that depend on
decay and counteracting refreshing and rehearsal processes to
explain time-dependent aspects of recall, including the ability to
recall as much as one can recite in about 2 s (Baddeley, Thomson,
& Buchanan, 1975), the ability to recall more when a higher
proportion of time between items is free of distraction (Barrouillet,
Portrat, & Camos, 2011), and both constraints together (Camos et
al., 2011). An alternative possibility that can account for the same
results (Table 1, Point 6) is that more free time allows better
consolidation of the memory trace, reducing the rate of decay
(Rhodes & Cowan, 2018; Ricker & Cowan, 2014; Ricker, 2015).

One supposed difficulty for a single process for serial memory
in STM and LTM is that neither articulatory suppression nor
phonological similarity affect sequence learning, though they af-
fect the overall level of STM recall (Burgess & Hitch, 2006). This
finding is taken to indicate that the phonological loop of STM is
separate from the long-term serial learning process (Table 1, Point
4). Another possible interpretation, however, is that the long-term
learning of serial order that is observed is based on whatever
distinctive features of the stimuli are clearest. With randomly
ordered lists of words selected to avoid phonological confusions,
the lexical (including both morphological and phonological) fea-
tures may tend to be clearest. In contrast, with lists selected to
include many phonological confusions between words, the clearest
features may be the semantic ones, and it may be those that form
the basis of long-term learning of serial order. In both conditions,
therefore, only one learning process would take place. There are
results that would be difficult to explain with the full Burgess and
Hitch model that seem easier to explain with this notion of dis-
tinctive features subserving learning; an example is the finding that
phonological neighborhood effects make a difference for serial
order STM (Clarkson, Roodenrys, Miller, & Hulme, 2017). There
are other models suggesting that LTM learning becomes involved
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in complex working memory tasks in which items to remember are
interspersed with processing episodes, and in simple list memory
tasks that exceed capacity (e.g., Unsworth & Engle, 2007).

A second supposed difficulty for a single process for serial order
in STM and LTM is that the number of nonrepeated lists between
the repeated lists makes a difference for how rapidly the repeated
lists are learned (Burgess & Hitch, 2006; Melton, 1963). This
effect could be a matter of interference between repeated and
nonrepeated lists, which seems much more likely than some kind
of slow decay rate. With the slow decay rate idea, it would be
difficult to explain word sequence learning that is permanent, in
keeping with what is usually thought about LTM.

One potential difference between STM and LTM learning is that
list recall can seem to be based on item-position associations in
STM, sometimes resulting in intrusions from a previous list (e.g.,
Henson, 1998), whereas the Hebb effect is not found with only
alternating items preserved between lists (Burgess & Hitch, 2006).
This discrepancy, however, may occur because the Hebb effect
depends on many repetitions of a list. Early learning after one
exposure may consist of item-position associations, which are of
limited efficacy in the long term given interference from other
lists, whereas continued learning with additional exposures may
result in a reorganization of the material into a list-wide structure.

Another potential problem for a single-process approach is that
one might think that if immediate recall were based on long-term
learning, recall would become impossible after several trials be-
cause of the buildup of proactive interference. What is missing
from this conception is the notion that the newly learned informa-
tion is in an activated state, which makes aLTM more accessible
and less likely to be interfered with than items in dormant, inactive
LTM, especially because the FoA and maintenance strategies help
to maintain the activation. In procedures in which the activation
cannot be maintained because of interference that is introduced,
there is indeed extreme loss that occurs when proactive interfer-
ence emerges after several trials (Keppel & Underwood, 1962).

Assessing another model with an STM separate copy of
information. Oberauer (2009) proposed a model in which there
are two different mechanisms for short-term retention and long-
term retrieval of information. The general gist of the discussion
was that simple associations exist in STM but are insufficient to
account for long-term learning of roles that items can fill. In a key
example, Oberauer explained the following.

To recover the fact that the pastor calmed the businessman (in one
particular time and place), the system needs a mechanism to tell that
the association of businessman with patient belongs together with the
association of pastor to agent (as well as the association of informa-
tion about time and place to the roles of time and place). In other
words, there must be a mechanism to associate pairwise content-role
associations with each other. Because associations are not themselves
representations, it is not obvious how they can be associated together.
Therefore, long-term learning of structural information cannot simply
consist of translating the bindings in WM into corresponding associ-
ations one-to-one. (Oberauer, 2009, p. 78)

Oberauer went on to explain how chunking of information can
handle this complex learning. I agree with the complexity of the
learning, but the assumption that this same complexity is not
needed in STM seems erroneous, and may be an illusion promoted
by the greater simplicity of materials we typically present for

immediate memory tasks. In a key immediate-memory task like
comprehending a spoken sentence, one must set up these roles
immediately and not wait for some slow learning process. Thus,
the short-term and long-term tasks may depend on the same rapid
learning of complex roles. When a model was constructed to
account for declarative and procedural working memory perfor-
mance (Oberauer et al., 2013), it had a fast, STM-modification
process called binding and slow, LTM-modification process called
learning, but it was found that slow learning played little role in the
computational model and could be safely set to zero. There is no
way that this finding can be taken to indicate that long-term
learning is unimportant, given trial-to-trial carryover effects that
were obtained; rather, it suggests that there could be just one
learning parameter, which operates rapidly. Much of the learned
information may be in LTM but later unavailable because of
massive interference. Further experimentation and modeling of
this sort would be useful to confirm a single learning rate.

Modeling STM as rapid new learning. To theorists favoring
the separate-STM-copy mechanism, the rapid-learning process
described by Cowan (1999) may seem fanciful. Isn’t it a sleight of
hand cooked up just to make the aLTM theory work? Far from
being that, it is essential to account for the evidence and most
theorists already rely upon it, including second-copy theorists,
although they may not always realize it. Norris repeatedly men-
tioned that certain phenomena require LTM without explicitly
noting that it is new configural learning that he is talking about.
For example, in the discussion of an fMRI study by Öztekin,
Davachi, and McElree (2010), it was stated (Norris, pp. 997–998)
that “as has already been shown, hippocampal activity is to be
expected in STM tasks simply because LTM cannot be turned off
in cases where it might not be needed. In fact, LTM is very likely
to be needed in this study, as a 12-item list will be well beyond the
normal span of STM.” Yes, but this requires new learning of the
items in the list. How do we know that the same mechanism is not
responsible for learning shorter lists as well, but with less notice-
able hippocampal activity given an easier task? I have already
addressed reasons why STM and LTM results based on a common
storage mechanism would still differ.

The definition of aLTM within models of STM. Norris sug-
gested that the definition of activation in aLTM is unclear:

If STM is supported exclusively by activated LTM, it seems reason-
able to ask what computational function is performed by activation
that would enable it to encode, maintain, and retrieve information
from STM. This is a fundamental and largely unrecognized problem
with all models invoking activated LTM. Although the core explan-
atory concept is activation, there is no explicit definition of what
activation means. In the memory literature the term activation often
refers to the deployment of a limited capacity resource that can be
used to support WM (Anderson, 1983; Cantor & Engle, 1993; Just &
Carpenter, 1992). However, there is no computational definition of
activation of LTM that would explain how that ‘activation’ might be
sufficient to maintain representations in STM . . . it simply is not at all
clear what it means to say that STM might be activated LTM. (Norris,
2017, pp. 998–999)

Ideally, there would not be a single definition of activation but
separate definitions for behavioral and neural evidence that per-
fectly co-occur, much as one can define fire both in terms of a
chemical oxidation reaction and in terms of its outward signs in the

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

833SHORT-TERM MEMORY AND ACTIVATED LONG-TERM MEMORY



forms of heat and light. Cowan’s (1988, 1999) conception of
activation was in terms of an accessibility that had no capacity
limit but supposedly decayed away in somewhat less than a minute
in the absence of any maintenance strategy or interference. Decay
would be observable both behaviorally and, presumably, neurally.
Originally, my conception was probably largely derived from a
book I read in college, Hebb (1949), describing cell assemblies
that underlie thoughts via reverberating neural circuits for con-
cepts, presumably only until the circuit runs out of some physio-
logical resources and activation collapses, making the representa-
tion dormant. In that conception, the cell assembly is an LTM
concept that carries with it aLTM as an activated state of neural
reverberation. (I see from an interview in The Psychologist, Sep-
tember 2008, volume 21, p. 832, that Alan Baddeley also listed
Hebb, 1949 as a primary inspiration.)

Recent research requires refinement of the notion of activation,
however. If decay as a function of time is not easily observable for
series of well-learned and well-encoded stimuli (cf. Oberauer &
Lewandowsky, 2008), then what we are left with is the ready
availability of an item or sequence from the time it was originally
encoded or last retrieved to the time when interference makes it no
longer readily available. It would be lost not as a pure function of
the passage of time without maintenance activities, but as a func-
tion of time in a manner dependent on interference. If a short list
is unique, it will be memorized in a stable manner but, if the same
short list is easily confusable with other recent lists, then it will not
last long in activation without maintenance strategies (Keppel &
Underwood, 1962; Melton, 1963; Peterson & Peterson, 1959).

The kind of activation that is supposedly capacity-limited (An-
derson, 1983; Cantor & Engle, 1993; Just & Carpenter, 1992)
differs from my own conception of capacity-unlimited activation
and, in retrospect, may be the same thing as the information driven
by current or very recent attention (Lewis-Peacock et al., 2012;
Rose et al., 2016). The ready availability of this kind of activation
has been conceived as something that results in faster retrieval than
other information (e.g., Gilchrist & Cowan, 2011; McElree, 2001).
Given the limits of attentional vigilance, this kind of activation can
be subject to loss as a function of time, that is, a kind of decay. It
may correspond to neural activation, whereas capacity-unlimited
activation may be defined by synaptic weights (Rose et al., 2016;
but see Christophel et al., 2018).

Activation, then, is simply the degree of availability for re-
trieval. The retrieval of information that was just encoded would
be similar in form to the retrieval of information from long-term
memory. A capacity-limited portion of that retrieved information
is held in attention and probably produces neural activity, and also
influences synaptic weights. The rest of the recently retrieved
information exists outside of attention, possibly as a set of these
enhanced synaptic weights for the concepts involved. The tempo-
rary enhancement may remain until there is interference, but
poorly encoded or poorly consolidated information may not estab-
lish very clear synaptic weights, in which case there is rapid
forgetting of those items (rapid decay) when they are not attended
(e.g., Ricker & Cowan, 2014).

Consideration of LTM serial order learning mechanisms and
LTM-related physiology (e.g., Gers et al., 2000; Wixted et al.,
2014; Wörgötter, & Porr, 2005) may place constraints on these
theories of temporary, STM contextual maintenance, if in fact
STM maintenance and LTM learning of the information may be

one and the same. This identification of short-term and long-term
memory seems to be implied by one leading theoretical approach
(Anderson & Matessa, 1997; Anderson et al., 1998).

Norris’ modularity of stores, versus nonmodularity. Norris
articulated evidence for separate phonological, visual-spatial, and
episodic buffers (cf. Baddeley, 2000) or storage modules. In prin-
ciple, either modular or nonmodular storage could reflect either
separate copies of information into STM or new learning in LTM.
However, the modular view seems poorly suited to new learning,
inasmuch as experience and memory generally involve interrela-
tions of features from various modalities. Therefore, it is important
to question the evidence for modularity. Norris (p. 993) stated that
“The critical evidence for a phonological store with a limited
duration is that while memory confusions at short retention inter-
vals are primarily phonological in nature, confusions at longer
retention intervals tend to be semantic.” Visual interference typi-
cally harms visual-spatial item recall more than verbal, and pho-
nological interference typically harms verbal recall more than
visual-spatial (Baddeley, 1986), though there can also be genera-
tion of a visual code for printed materials (Logie, Della Sala,
Wynn, & Baddeley, 2000). Evidence for the episodic buffer in-
cluded the point that, although the STM patient PV had an auditory
word span of one item, the patient could remember a meaningful
sentence comprising up to five words (Vallar & Baddeley, 1984)
presumably using this buffer.

It might seem awkward for separate STM buffers to be com-
bined somehow into more general LTM episodic memories.
Cowan (1988, 1999) takes issue with the general value of a rigid
taxonomy with just three stores, while acknowledging modality-
and code-based processing differences. Cowan’s alternative sug-
gestion is that there are many codes saved in STM (acoustic,
visual, tactile, phonological, orthographic, semantic, and so on)
and that there is no strong evidence that these different codes can
be subsumed under just a few discrete stores. The conception of
Cowan was more of a soup of activated features of a variety of
types, each subject to decay and interference from subsequent
items with similar features in aLTM. The activated information
can include associations between features, as they are organized
into objects and events. Many newly learned associations, though,
may be too weak to last long before decaying out of activation, at
which point retrieval of the information from LTM becomes
unlikely without especially strong cues. Instead of several buffers,
there might be microbuffers for many specific types of features,
but we do not know enough about them to suggest a taxonomy of
them at present. The organization of information of multiple mo-
dalities and codes into coherent objects and events occurs in the
FoA, which serves many functions similar to the episodic buffer.

Norris suggested that imaging results show a commonality in
activation between perception and visual STM (Harrison & Tong,
2009; Serences, Ester, Vogel, & Awh, 2009) but that

at the moment it is far from clear how the neuroimaging data can be
mapped onto cognitive models of visual STM. For example, some
have argued that there is more than one visual STM. Basing his
argument primarily on neuropsychological data Logie (2003) has
suggested that there may be one store for spatial layout, and one that
supports the ability to manipulate mental images, and to retain dy-
namic information such as sequences. (Norris, 2017, p. 1001)
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Rather than a modular visual-spatial store that then must be
subdivided, it seems simpler and more natural to suggest, along
with Cowan (1988, 1999), that stimuli give rise to multiple types
of features in memory and that interference with each kind of
feature occurs when a potentially interfering item, linked to the
target item by temporal proximity or some other association of
context, shares similar types of features. Moreover, I have sug-
gested that interference is more damaging when the LTM repre-
sentation of the target item is not well-established; there will be
greater interference and more decay for memory of unfamiliar
characters or pure tones differing in frequency (Cowan, Saults, &
Nugent, 1997; Ricker et al., 2010) than for known words or
familiar objects (Endress & Potter, 2014; Oberauer & Le-
wandowsky, 2008; Wolfe, 2012).

According to Morey (2018; Morey & Bieler, 2013) there is an
asymmetry that could be interpreted to indicate that verbal STM is
more modular than visual STM, in that cross-modal distraction has
a much more severe influence on verbal memory than it does on
visual memory. Memory for lists of verbal materials tend not to
decay in the absence of interference (Oberauer & Lewandowsky,
2008), whereas memory for arrays of visual items decays markedly
over a 12-s period (Ricker & Cowan, 2010). I believe, though, that
the asymmetry may not be a function of the modality per se but of
the amount of learning behind the representation. We all have
learned verbal stimuli very intensively over our lifetimes, which
can accelerate new learning. For example, if one knows the words
brick and fish, one can form a new image of a brick with a fish on
top, or a new phonological form, brick-fish. The visual stimuli in
the studies examined seem to be abstract, with novel or arbitrary
combinations of features such as color, shape, and location, which
do not lend themselves to rapid new learning that is distinct from
trial to trial. When enough time is devoted to taking in and
consolidating novel visual stimuli, they tend to decay from mem-
ory much slower (Ricker, 2015; Ricker & Cowan, 2014; Ricker &
Hardman, 2017). When known visual objects are used, a host of
them can be represented in aLTM (Endress & Potter, 2014; Wolfe,
2012) instead of the three or so found with meaningless novel
objects (e.g., Luck & Vogel, 1997). When the acoustic stimuli are
pure tones from a continuum rather than learned verbal items, they
do not last long in STM (Cowan et al., 1997; Keller, Cowan, &
Saults, 1995).

When evaluating new learning, the conditions of learning must
be taken into account. Sometimes repetition of items in STM tasks
will produce a retrievable representation, as in the Hebb effect in
which a list that is repeated over a number of trials within a serial
recall task will start to be memorized (Hebb, 1961). Other times,
the new learning of a repeated set may not be strong enough to
overcome interference. For example, Logie, Brockmole, and Van-
denbroucke (2009) found little learning of a repeated array of
colored shapes when the repeated array was interspersed with
new-array trials. Given that the array size was above capacity,
participants may encode a different subset of the repeated array
into memory on each trial, in which case the encoded subset would
not be psychologically identical from trial to trial, impeding learn-
ing. In contrast to visual arrays, lists of words may result in a
growing portion of the list learned each trial, given the sequential
presentation of known items that can be combined to form distinct
new conglomerates. What appears to be a modality asymmetry
actually may depend on differences in the familiarity of the ma-

terials and stability of the learning conditions built into the task,
and strict modularity of storage may be unnecessary in any mo-
dality.

Norris argued for modularity under a pointer system and against
a single system pointing to any kind of information, stating (p.
1003) that “the behavioral data show that the qualitative behavior
of the different stores is different. At the very least they have
different time-courses. If short-term retention is controlled by a
single pointer system, then all short-term storage should have the
same time-course.” The evidence for the different time courses
was not clear to me. Assuming for the moment that it is true, there
are multiple reasons why a single pointer system could produce
different time courses of serial order memory loss in different
modalities. This could occur, for example, because there is differ-
ential interference or knowledge for different kinds of information
represented. In sum, storage may not depend on separate STM
modules that contain copies of information in memory or separate
pointers, but an LTM rapid-learning system with currently acti-
vated items and features, with newly learned structure and bind-
ings between elements, some of which are enhanced at any mo-
ment by the FoA.

An Emerging Conception of STM Based on aLTM
and Attention

In what follows, I sketch my current, updated embedded-
processes conception of the memory system, in which there is no
separate copy of information other than mechanisms that also
participate in long-term learning; evidence supporting that notion
(see Figure 1); and suggestions for the research needed to assess
this view. A first subsection shows how separate STM and LTM
functions can be derived from a common storage basis. Various
subordinate issues are considered (separate response patterns for
STM and LTM, no separate STM copy, aLTM in behavior and
neuroscience, rapid long-term learning contributing to aLTM, and
variable-rate decay of aLTM representations). A second subsection
deals with the role of attention and executive function in directing
aLTM and new learning. Two subordinate issues are considered
(the behavioral function of the FoA, and the neural underpinning
of the working memory system considering both aLTM and the
FoA together). A third subsection considers the consistency of this
emerging conception with the recently reviewed, broader literature
on benchmarks of STM.

Separate STM and LTM Functions From a Common
Storage Basis

Separate response patterns for STM and LTM. I am in
agreement with Norris that STM and LTM are not simply impli-
cations of a single, unitary memory system. Evidence in favor of
some sort of separation comes from research showing different
patterns of serial position effects and interference effects for
immediate-recall versus delayed-recall-following-distraction types
of tasks, both in free recall (Davelaar, Goshen-Gottstein, Ashke-
nazi, Haarman, & Usher, 2005) and in serial recall (Cowan, 1995,
Chapter 4; Cowan, Wood, & Borne, 1994).

No separate STM copy of information. The difference be-
tween STM and LTM need not be in terms of a separate copy of
information dedicated to STM. Rather, the difference is whether a
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memory task response can be made using information about the
materials to be remembered that has survived in an activated form
since presentation (aLTM), or whether the response can only be
made on the basis of information retrieved from an inactive state
in LTM, returning it to an aLTM state. The latter imposes more
daunting amounts of interference with retrieval, requiring more
specific retrieval cues.

The best prior evidence for a separate copy of information in
STM was the finding (e.g., Warrington & Shallice, 1969) that
individuals could show STM loss with intact LTM, along with the
more prevalent case of LTM loss with preserved STM (e.g.,
Baddeley & Warrington, 1970; Scoville & Milner, 1957). Alter-
native accounts of these findings have been based on the notion
that representations in aLTM (with new learning) underlie both
STM and LTM performance, but with different processes for
maintenance and/or retrieval of memory for STM versus LTM
(Cowan, 1988; Morey, 2018; Morey et al., 2019). In the absence of
interference near the memoranda, LTM memory loss can be
greatly reduced (e.g., Cowan et al., 2004; Dewar et al., 2009).

Norris embraced the evidence from selective STM loss to sup-
port a separate-copy theory, but later suggested that what may be
saved as a separate copy is not the representations per se, but
pointers to them. That kind of hypothesis, however, could be
complicated if the preserved pointers would have damaged or
inaccessible representations at which to point. This is not a fatal
problem with the separate-pointer theory, but clarification is
needed.

Activated LTM: Relating behavior to neuroscience. The
definition of LTM activation here is based primarily on behavioral
evidence, with hypothesized neurophysiological substrates of ac-
tivation that are still uncertain. Behaviorally, activation refers to a
temporary heightened availability of the material. It can include
new learning contributing to aLTM, which allows it to include
activation representing contextual features such as the serial or
spatial positions of items, or their semantic relations to one an-
other. Activation can be lost through decay if the important fea-
tures of the material are not well-learned, and activation can be lost
through the presentation of additional items with related features.

One can use the accuracy and latency of responses in a memory
task to plot the decline of activation during a retention interval.
The decline in these measures marks the loss of activation to an
asymptotic level. Activation can be measured from the onset of
either a perceived item, or a remembered item retrieved from LTM
(cf. Fukuda & Woodman, 2017). If memorability declines over
time and then a cue reminding the participant about the presenta-
tion or retrieval context increases the retrievability of the item
again, that item is considered to have been inactive and to have
been reactivated into an aLTM state. Activation precludes the need
for contextual retrieval cues because the context is current.

A good experiment to explicate this definition of activation is
one by Wickens, Moody, and Dow (1981). Wickens et al. pro-
duced memory search functions for prememorized lists that in-
cluded a main effect on reaction time (RT), which was longer
when the list had to be retrieved from LTM just when it was
needed as opposed to when enough time for retrieval from LTM
was provided before the list was needed. There was also an effect
of the number of list items on search time, as usual, which was not
altered by the LTM retrieval effect. Retrieval from LTM can be
seen to have preceded an STM search process (which in this

context means searching through those representations that have
been activated from LTM).

Information about serial or spatial position in a set of item
presentations or events, which can be obtained only from infor-
mation apprehended on the trial itself, is also said to be held in new
aLTM formed from newly learned information. Estes (1972) pro-
posed that information about serial position was lost as a result of
perturbations over time, leading to noisier position coding, and
Nairne (1992) showed that this process matches what happens to
the serial order of serial recall as a function of the delay interval.
Cues to the list-presentation context presumably can result in the
renewed sharpening of the serial position representation. As a
demonstration of the principle, imagine that one is told that the
initial letters of the names of the colors of the rainbow can be
encoded as the name of a fictitious individual, ROY G. BIV. Later,
if one is asked to recall the colors of the rainbow in order, the
relevant information should be dormant in LTM and the clue,
fictitious individual may be of assistance in restoring the informa-
tion to an aLTM state.

Future evidence may well require fine-tuning of the definition of
activation, which is offered as a first pass. For example, it is
unclear whether variations in decay rates are absolute or func-
tional. According to absolute variation, one would have to identify
a hidden (e.g., neural) variable showing the amount of loss. For a
newly presented item there might, for example, be a larger pro-
portion of relevant neural cells returning to a nonfiring state every
second if the item is presented only briefly (resulting in poor
consolidation), compared with a longer presentation. According to
relative variation, the loss of the hidden variable would be the
same no matter what the degree of consolidation, but a better-
consolidated representation would be useful for a particular task
longer than a poorly consolidated representation. At present, it
seems impossible to tell the difference between these flavors of the
term decay but future research might tell.

The neural substrate of aLTM is currently unclear. On one hand,
some fMRI studies suggest that neural activity representing a
particular kind of item can be observed if the item is immediately
needed and therefore is in the focus of attention, but not if the
information is needed only later in the trial (e.g., Emrich, Riggall,
LaRocque, & Postle, 2013; Lewis-Peacock et al., 2012). Accord-
ing to those studies, aLTM more broadly might be represented
neurally in the form of synaptic weights that are not visible to
fMRI (Rose et al., 2016).

For the future, what would be helpful is a common fMRI
procedure to examine both item and order encoding in the brain
(cf. Healy, 1974), both in immediate recall and in delayed recall.
For example, one could present a series of pictures one at a time
in different screen locations; the prediction is that, if the task is one
of recalling the spatial locations, the Lewis-Peacock et al. (2012)
visual areas of activation should show up, and perhaps the Chris-
tophel et al. (2018) areas; whereas, if the task is one of recalling
the serial order of presentation, the Kalm and Norris (2017) areas
should show up. The areas of activation of the representations
should be similar in immediate or delayed recall, even though
there should be other differences in the activity patterns reflect-
ing the different strategies needed for processing in immediate
versus delayed recall situations.

The hypothesis that the representation of order is comparable in
STM and LTM leads to the prediction that it should be possible to
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become deficient at short- and long-term order recall with rela-
tively well-preserved short- and long-term item recognition. There
is some evidence for impaired order memory with preserved item
memory, but to my knowledge it has only been tested separately in
STM procedures (Cowan et al., 2017; Martinez Perez et al., 2013;
Martinez Perez, Majerus, Mahot, & Poncelet, 2012) versus de-
layed recognition and recall procedures (Mayes et al., 2001).
However, the STM order-specific deficits involved dyslexic indi-
viduals, including adults (Martinez Perez et al., 2013) and another
study showed a deficit in Hebbian long-term order learning in
dyslexic adults (Szmalec, Loncke, Page, & Duyck, 2011), evi-
dence that is at least consistent with a general STM-LTM order
learning mechanism that is capable of being damaged separately
from item information.

Rapid long-term learning contributing to aLTM. It is pro-
posed that newly learned information contributes to the aLTM that
an individual uses in recall tasks. Supporting this proposal, take as
an example a phenomenon that helped establish the concept of
STM, that of Peterson and Peterson (1959). They found that a
printed trigram to be remembered, followed by counting backward
from a high number by 3s, as a distraction, led to drastically
worsening recall of the trigram as the counting interval went from
0 to 18 s. The interpretation was that STM of the trigram was lost
during the backward counting because rehearsal was not possible.
Their evidence was soon removed from the arsenal of findings
clearly supporting distinct STM and LTM stores, because of what
Keppel and Underwood (1962) found. The latter did a more
fine-grained analysis of this procedure and found that, in the first
few trials, there was almost no forgetting as a function of the
distraction-filled delay. That result seems to require the notion that
recall of the trigram after the delay can be accomplished by
retrieval of a newly learned representation from LTM that has
become inactive during the delay. If there have been even a few
previous trials, however, recall of this representation becomes
impractical, suggesting that it is a rather weak representation that
is quite susceptible to proactive interference.

What happens at short delays is still open to debate. According
to a unitary-memory view, at short intervals the most recent
trigram is temporally distinct from the others, allowing excellent
recall, but it loses its distinctiveness as a function of time. Accord-
ing to a two-store view, after proactive interference has set in,
recall at short delays can still be based on STM. Supporting that
view is evidence of some decay in a single-trial experiment (Bad-
deley & Scott, 1971). If it is decay that takes place, however, it is
not a simple decay; the rate of loss of the first consonant in the
Peterson and Peterson (1959) procedure depends on how many
consonants are being held concurrently (Melton, 1963). Regardless
of which view one takes, with or without the involvement of some
kind of STM function, it still seems necessary to acknowledge the
rapid long-term learning of each list to explain the proactive
interference effects, in contrast to the naive view that they had
tapped into a pure measure of STM. Subsequent studies adopted
the modified view in which tests are not pure, for example in
Waugh and Norman’s (1965) celebrated theory in which only the
end of a long list is retrieved using STM.

Fundamentally, given that almost everyone now acknowledges
that new long-term learning takes place rapidly, a key question
becomes whether that long-term learning might be the same thing
as the mechanisms that mediate maintenance of new contextually

specific information in STM, such as serial order in a list. If there
is no distraction to interfere with that newly learned information,
it may remain in aLTM throughout the trial.

Variable-rate aLTM decay. My view has evolved from the
possibility of decay at a fixed rate to the notion of variable-rate
decay depending on the amount of learning of the material. Cow-
an’s (1988, 1995) concept of aLTM was a simple one in which
activation was defined by a state in which the represented ideas
were currently highly available, presumably because of neural
activity that decayed to zero within about a minute. This concep-
tion was backed by experiments on memory for unattended speech
in which the access to memory showed marked loss if attention to
the speech was delayed by distraction for up to 10 s before a cue
to turn attention to the speech (e.g., Cowan, Lichty, & Grove,
1990). The conception includes decay not only of item informa-
tion, but also some associative information. Thus, experiments on
memory of spatial arrays of characters showed that when infor-
mation was lost over an unfilled delay, it did not fade uniformly as
in an acid bath; instead, items first became less attached to the
correct array locations (Mewhort, Campbell, Marchetti, & Camp-
bell, 1981). It was later shown that memory for unattended speech
decayed in a way that affected recall in a serial order task (Cowan,
Nugent, Elliott, & Saults, 2000).

Now, we are faced with evidence that under some circumstances
there is no decay, even in the presence of concurrent distraction
and articulatory suppression (Oberauer & Lewandowsky, 2008).
Ricker and Cowan (2014) and Rhodes and Cowan (2018) suggest
that the rate of decay is diminished as the LTM representation of
the item being maintained is strengthened through new learning.
The relation between STM storage and later long-term recall
would depend on the processes involved in retention. For example,
Craik, Gardiner, and Watkins (1970) examined final free recall and
recognition of items that had been presented earlier within lists for
immediate free recall. The most recent items from immediate
recall were later recalled and recognized relatively poorly. This
pattern makes sense if a strong LTM representation did not have to
be formed for those most recent items, which could be recalled
first in immediate recall. When more interference is added to
immediate recall tasks, which is the case for the earlier-presented
items, a stronger LTM representation is formed.

In complex span tasks, processing episodes are place between
the items to be recalled, so storage has to be accomplished in a way
that overcomes interference. According to a separate STM, one
might expect that there would only be enough capability to use the
STM storage to hold the words to be recalled, with other mecha-
nisms doing the processing. It would be an extra burden to mem-
orize the list items. Yet, better long-term recall would be expected
if the mechanism used to recall the list items is in fact long-term
learning. McCabe (2008) examined unexpected delayed recall of
items that had been presented earlier in simple, immediate serial
recall or in immediate recall in a complex span task, and found
better delayed recall in the latter case (for earlier serial positions
particularly), which favors the notion that the mechanism used to
allow immediate recall was a long-term learning mechanism.

Some theories seem to depend on decay to explain why the
amount of information we can recall in order from a verbal list is
approximated by the amount we can recite in 2 s (Baddeley et al.,
1975; or why the amount we can recall is linearly related to the
proportion of time between items that is not filled with distraction
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(Barrouillet et al., 2011; Camos et al., 2011). In these theories,
rehearsal or attention is used to refresh the representation before it
is lost through decay. It is possible that these are situations in
which the representation is not well-established and therefore is in
need of refreshment, but there seems to be a clash with the finding
of Oberauer and Lewandowsky (2008) that there is no decay with
seemingly comparable presentation rates. An alternative possibil-
ity that might resolve differences between studies is that free time
can be used to establish better LTM representations, reducing the
decay rate to improve recall.

Role of Attention and Executive Function in Directing
aLTM and New Learning

Although Cowan (1988, 1999) did not stipulate a separate copy
of information in STM, the theory depended fundamentally on
processing and storage mechanisms other than just aLTM: central
executive function to control the flow of information, and the FoA
as a temporary seat of retention of pointers to a small number of
processed objects, items, chunks, or events, leading to STM reten-
tion and new LTM learning. It is important to understand these
attention-related mechanisms to appreciate how the system could
operate with these mechanisms in place, without a separate copy of
information in STM. The FoA differs from a specialized store with
limited capacity in that a limited attention must be shared between
storage and other sorts of processing that do not require storage.
Examples are the disruption of visual working memory by covert
verbal retrieval (Ricker, Cowan, & Morey, 2010) or by tone
identification (Stevanovski, & Jolicoeur, 2007), slowing of Necker
Cube reversals by a letter string memory load (Intaitê, Koivisto, &
Castelo-Branco, 2014), and loss of letter string memory attribut-
able to arithmetic required during a retention interval (Doherty et
al., 2018; Rhodes et al., 2019).

Cowan (1988, 1999) proposed that attention is governed partly
through the deliberate intervention of executive function and partly
by recruitment of attention to abrupt changes in the environment
that require a change in the current neural model of the environ-
ment. This neural model presumably describes the characteristics
and regularities of the current environment on any level that has
been successfully processed (including physical and semantic fea-
tures).

Behavioral function of the FoA. In various venues, I have
proposed that a basic function of the FoA is to interassociate
elements that are represented concurrently to form new series, new
structures, new concepts, and so on (Cowan, 1995, 1999, 2001,
2005/2016, 2010; Cowan & Chen, 2009). According to this view,
a pointer system is expected in which a structured set of references
to information in aLTM would be established, which would result
in new aLTM learning (Cowan et al., 2013). It could include such
features as variable binding (cf. Norris), though I have not dis-
cussed that point. It would be expected that the pointer system
would work across modalities, which would make it somewhat
related to Baddeley’s (2000) episodic buffer conception except
that it would cause long-term learning of the structures established
in STM.

Cowan, Saults, and Blume (2014) tested the possibility that
items from an array or series that are apprehended by the FoA
remain there throughout a trial, but the results did not turn out that
way. There was some conflict between memory for an array of

colored objects and a series of spoken or printed verbal items, but
not nearly as much conflict as one would expect if both sets were
continually held in the FoA (cf. Baddeley & Hitch, 1974). Cowan
et al. suggested that a set of items is apprehended with the FoA and
then off-loaded into new LTM representations (see also Rhodes &
Cowan, 2018). Although serial order memory was not tested,
binding between features within an object was tested (color-shape
and verbal item-voice binding) and it was found that the amount of
new aLTM formed was smaller than it was for isolated features,
but still not negligible. Each binding may require retention of two
elements to be bound, severely limiting the binding capability (cf.
Treisman & Gelade, 1980). The FoA would be limited in terms of
serial order information held also; capacity presumably rises to
several items only because people make use of rehearsal and new
learning to help hold some of the bound features or contextual
information, such as serial positions, in aLTM without constant
use of attention.

When sufficient FoA involvement is available, it is possible for
performance to benefit from irrelevant but still-activated LTM
representations, whereas the costs of using it are limited because
the FoA selectively uses task-relevant information. For example,
Oberauer, Awh, and Sutterer (2017) showed that a visual memory
task (recall of colors of objects by reproduction on a color wheel)
yielded proactive facilitation between trials but not proactive in-
terference.

Neural underpinning of the working memory system with
STM based on aLTM, new learning, and the FoA. Cowan
(1995) proposed neural involvement in working memory and STM
from the standpoint of an embedded-process approach, based
largely on prior research on brain damage. It was suggested that
the inferior parietal areas serve as a primary site for the FoA,
whereas it is controlled by frontal lobe regions. Various posterior
regions that process information of various types also serve as the
substrate for aLTM, including temporal regions for acoustic and
speech-related information and occipital areas for visual informa-
tion, with association areas storing abstract information. This
scheme was supported partly by findings of more awareness-
related deficits with parietal damage (including hemispatial ne-
glect and anosognosia, the unawareness of a serious deficit such as
paralysis of a limb) and control-related deficits with frontal dam-
age, in addition to many studies of selective processing and topic-
specific memory deficits with posterior cortical damage.

Figure 1 depicts proposals regarding the brain representation of
working memory according to Cowan (1995, 1999). Note that
there is no separate copy of information outside of aLTM, which
includes newly formed LTM that is still in an active state. There
are pointers from the IPS to aLTM areas that are currently at-
tended. The structure of attended information (e.g., serial position
arrangement of items in a list) is represented by structure in the set
of pointers, and that structured information can be entered into
aLTM (possibly directly; probably with the involvement of the
hippocampus and surrounding regions). The remainder of this
section justifies these statements about the role of attention in
relation to aLTM and new learning.

Chein and Fiez (2010) carried out an fMRI study in which
several theories of STM and working memory were compared on
the basis of manipulations of irrelevant speech, irrelevant broad-
band noise bursts, and articulatory suppression during a task of
memory for seven letters. The brain responses to the task and
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reactions to impediments to memory strongly supported the em-
bedded process account, and were deemed to be inconsistent with
the three other accounts examined (multiple-component, object-
oriented episodic record, and feature models). After the printed
presentation of a list of letters one at a time, in the response period
one letter was presented as a probe and the participant was to write
the letter that followed the probe in the list. The key issue was
whether these sources of interruption affected the same brain
regions, as would be expected according to most of the models, but
not the embedded processes model. The logic of the examination
was summarized as follows:

A simple logic can be employed to form predictions. Effects having a
common source should influence the fMRI signal during working
memory processing in the same way. That is, the pattern of brain
activity observed under conventional (quiet) working memory condi-
tions should be modified in the same way by separate irrelevant
information effects that derive from the same source. By contrast,
effects having different sources should accordingly have dissociable
consequences for brain activity. Such influences on brain function
may materialize as an alteration of the signal magnitude or temporal
processing within the typical working memory network, or as a shift
in the neuroanatomical substrates of performance (i.e., a change in the
set of regions activated during working memory). (Chein & Fiez,
2010, pp. 121–122)

This reasoning seems comparable with the dissociation logic
used by researchers who deal with neural deficits in memory,
discussed earlier (e.g., Scoville & Milner, 1957; Warrington &
Shallice, 1969). According to theories with a separate copy of
STM information, such as the multiple-component model, sup-
pression and irrelevant information should act similarly. Instead,
the key finding by Chein and Fiez was (p. 117) that “Within a
principally frontal and left-lateralized network of brain regions,
articulatory suppression caused an increase in activity during item
presentation, whereas both irrelevant speech and nonspeech caused
relative activity reductions during the subsequent delay interval.”
The interpretation from an embedded-processes standpoint was
that articulatory suppression made phonological rehearsal unavail-
able, forcing participants to carry out more attention-demanding
encoding, whereas irrelevant items during maintenance acted as
distractions that caused items to be lost from the FoA.

Todd and Marois (2004) administered a task of STM for items
in a spatial array using fMRI and found load-dependent activity
specific to the IPS. Although they considered this activity to be a
locus of visual memory, from the theory of Cowan (1995, 1999),
the IPS could be a more general area for maintenance of abstract
information from any modality. To examine this possibility,
Cowan et al. (2011) presented both acoustic letters and a visual
spatial array of colors and varied the amount of material to be
remembered. Although many areas of the brain responded to the
memory load in one modality or another, robust activity for a
memory load in either modality was specific to the left IPS. It was
present during both encoding and maintenance periods. In a further
analysis of the same data, Li, Christ, and Cowan (2014) found that
the IPS was functionally connected with posterior regions that
differed depending on whether it was visual or verbal information
that was maintained on a given trial.

Using a functional connectivity analysis, Majerus et al. (2006)
showed that the left IPS modulates attention not only to item

information in a verbal list, but also to order information. They
stated (p. 880) that “during order STM, the left IPS was function-
ally connected to serial/temporal order processing areas in the right
IPS, premotor and cerebellar cortices, while during item STM, the
left IPS was connected to phonological and orthographic process-
ing areas in the superior temporal and fusiform gyri.” This result
suggests that there is a special brain network for encoding and
remembering serial order but, again, this network’s product could
be recorded as new LTM learning rather than as a separate copy of
information for the short term.

The IPS would serve as a key part of a “hub” of attention
(namely the FoA) to work with areas known to process informa-
tion. Although interpretation of a simple correlation can be con-
sidered a fallacy as Norris suggested, the more detailed the relation
becomes, the more plausible an explanation becomes. For exam-
ple, the fact that Cowan et al. (2011) found that only the left IPS
clearly responded to a memory load of either the visual or the
verbal types during maintenance does not necessarily mean that
the left IPS is involved in maintenance activities. However, several
other, convergent types of findings strengthen the hypothesis.

First, the neural performance has been related to behavior.
Cowan et al. (2011) found that the level of activity in the left IPS
was correlated with STM memory performance, but this was
significantly so only for the activity near the end of the retention
interval. Working memory performance accuracy was related to
the neural area that was active across verbal and visual stimuli also
in another study (Chein, Moore, & Conway, 2011).

Second, functional connectivity results show more about the
STM process. These results (Li et al., 2014; Majerus et al., 2006)
show that the IPS region works in combination with areas where
processing of the information can be expected, in STM tasks.

Third, multivoxel pattern analysis of fMRI results provides
much more specificity to the observations. The nature of specific
stimuli in STM tasks (e.g., faces, orientations, directions of move-
ment, semantic information) can be identified with better-than-
chance accuracy from these patterns, in different posterior regions
of the brain as expected from neural damage evidence. (e.g.,
Emrich et al., 2013; Lewis-Peacock et al., 2012), only for items
that are currently being used and not for items needed later in the
trial (but see Christophel et al., 2018). In contrast to the posterior
regions, in the IPS one can detect not the stimulus type but the
memory load, abstractly defined. Specifically, Majerus et al.
(2016) found that the classification algorithm could be trained to
detect the memory load based on verbal input and found that the
same algorithm succeeded at visual input, or visual training of the
algorithm worked for verbal input. The key activity was, as ex-
pected, in the IPS. Gosseries et al. (2018) found more information
about how the IPS works, in that the amount of IPS activity
depended not only on the memory load, but also on how similar the
memory items were to one another; there was much more activity
in response to a direction of motion to be remembered when a
series to be remembered included three directions of motion and
the correct serial position had to be selected, compared with when
the series to be remembered included only one direction of motion
along with two colors. Forming and maintaining associations be-
tween items and their serial positions would be an instance of
binding that, according to the general principle established by
Treisman and Gelade (1980), would be attention-demanding and
limited in capacity.
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Fourth, there is convergent evidence from other methodologies.
Using electro- and magnetoencephalography to examine oscilla-
tory brain activity, Palva, Monto, Kulashekhar, and Palva (2010)
showed that the frontal-parietal network known to be involved in
attention-related activity displayed increasing neural synchrony as
a function of the memory load, but that (p. 7580) “individual
behavioral [visual working memory] capacity was predicted by
synchrony in a network in which the intraparietal sulcus was
the most central hub.” Anderson, Ferguson, Lopez-Larson, and
Yurgelun-Todd (2010, pp. 20, 110) note that “The intraparietal
sulcus (IPS) region is uniquely situated at the intersection of
visual, somatosensory, and auditory association cortices, ideally
located for processing of multisensory attention.” They go on to
use MRI to show that there are specialized parts of the IPS linked
to different modalities and that the part of the IPS that is active is
related to the modality of processing being accomplished, in non-
memory tasks. Cabeza et al. (2011) suggested that the overlapping
activation in perception and memory for this network suggests an
attention-to-memory account, as in the present account.

Fifth, neuroimaging can be accompanied by an experimental
manipulation that causes temporary functional lesions, namely
TMS. Some findings using this technique have strengthened the
neural conception from the embedded processes point of view.
Postle et al. (2006) showed that although the frontal-parietal net-
work tends to be activated as a unit, one can distinguish their
functions using TMS. A repetitive TMS pulse was applied to the
prefrontal cortex or the superior parietal lobule during short-term
retention (remembering a list of letters to be recalled) or short-term
retention with an added processing task (remembering a list of
letters and alphabetizing them mentally before recall). Parietal
TMS interfered with performance of either task, which is to be
expected if the parietal areas maintain the content or pointers to it,
whereas frontal stimulation interfered only with performance on
the task that included alphabetization, which is to be expected if
the frontal area does not actually maintain the information but is
engaged in the task of reorganizing it.

Summary. The embedded processes model of Cowan (1995,
1999) provides a way of thinking about STM and working memory
that is friendly to behavioral and neural data, is plausible, and does
not depend on any kind of STM storage that is not also shared with
LTM. It seems like the more parsimonious account and, if others
wish to propose a separate copy of information in STM that is not
shared with LTM, they must accept partial responsibility for the
burden of proof beyond just their favored interpretation of data.

Consistency of This Account With the
Broader Literature

Oberauer et al. (2018) recently addressed the working memory/
STM community at large in an attempt to arrive at benchmark
behavioral findings that any theoretical account would have to
handle to be consistent with the literature. The present conception
does not include explicit accounts for all of these benchmarks but,
to my knowledge, is consistent with them. Below I will comment
on Oberauer et al.’s 13 categories of benchmarks.

Benchmarks of Category 1 are about set size effects, which are
explicitly accounted for based on the capacity limit in the FoA to
about three to four chunks of information in adults, but with some
of the new information sometimes rapidly memorized so that the

total capacity of the system can exceed this FoA capacity under the
right circumstances (Cowan et al., 2012, 2014).

Benchmarks of Category 2 are about retention interval and
presentation duration. Although there are clear effects of these
variables, there are also unresolved inconsistencies in the litera-
ture, in which studies find marked decay or memory loss across
several seconds (e.g., Baddeley & Scott, 1971; Ricker, 2015;
Ricker & Cowan, 2010; Zhang & Luck, 2009) or no decay at all
(e.g., Oberauer & Lewandowsky, 2008). Here I am proposing a
novel resolution, suggesting that the variable rates of decay can be
accounted for by the degree of rapid new learning (also called
consolidation of the information into working memory), which can
depend on the presentation duration (Ricker, 2015; Ricker &
Cowan, 2014; Ricker & Hardman, 2017). When context is needed
(e.g., serial or spatial position), new learning is all that is available
and the amount of it can vary; hence, the rate of decay and amount
preserved long-term can vary (Cowan et al., 2013; Nairne, 1992;
Nairne & Neath, 2001). Findings that have been attributed to
processes that counteract decay (e.g., Baddeley et al., 1975; Bar-
rouillet et al., 2011; Camos et al., 2011) can be explained instead
by construction of a more stable long-term representation (and a
better aLTM for the task) using rehearsal and/or attention as tools
in this construction.

Benchmarks of Category 3 are about effects of serial positions in
lists. Here, one assumption has to be that early list items lead to the
best long-term learning, probably because of more access to at-
tention than later items, a factor that plays a major role in extant
theories of serial position effects in STM, as in the primacy model
of Page and Norris (1998), though these models do not rely on
long-term learning as a mechanism of STM. Late list items can be
recalled early on in free recall of a list, allowing them to avoid both
input and output retroactive interference, whereas this interference
allows considerable loss in serial recall (Cowan et al., 2002).
Nevertheless, the upturn at the end of the list even in serial recall
could occur because the unfilled interval after the last item allows
especially good new learning (consolidation) of that list item and
its serial position in the list, or its status as last item.

Benchmarks of Category 4 have to do with error patterns, and I
have discussed perturbations in item-serial position coding as a
type of forgetting (e.g., Nairne, 1992). These can occur when new
learning of the list is imperfect. We have not dealt with many kinds
of errors but I have not contradicted the many theories that attempt
to deal with them, suggesting only that the mechanisms in these
theories are not, to my knowledge, incompatible with the notion
that STM coding is accompanied by new LTM learning.

Benchmarks of Category 5 have to do with multiple demands on
working memory, such as combination of a verbal set with a visual
set, which have played a large role in my attention-plus-aLTM-
with new learning account (e.g., Cowan et al., 2014). The noted
asymmetry between verbal and visual memory, with more ubiq-
uitous interference with visual memory, was accounted for here
with the notion that it is the degree of learning of each set that
determines how well memory for that set is maintained in the face
of interference.

A finding that dual tasks interrupt feature information (e.g., red)
and binding information (e.g., the square is red) equally (e.g.,
Allen, Baddeley, & Hitch, 2006) would seem curious, inasmuch as
retention of binding information is completely dependent on new
learning in my approach, whereas feature information could be
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retained through activation of previously learned features in
aLTM. However, feature memory is typically at a higher level of
performance, so that the proportion of information lost because of
a secondary task is larger for memory of binding information than
of feature information (Cowan et al., 2014).

Benchmarks of Category 6 have to do with auditory distraction
and are handled in a manner subsumed within the response to
Category 5. When irrelevant stimuli during a serial recall task
cannot be ignored, they may cause distraction and they may also
inappropriately be entered into the series of pointers signifying the
serial positions of list items to be remembered.

Benchmarks of Category 7 have to do with word length effects
based on the number of syllables in the list items. Words with more
syllables are more distinctive in recall but also cause more ex-
tended interference with each other in the list, which can lead to a
short-word advantage because of output interference in immediate
recall, or a long-word advantage when interference is added, in a
delayed recall task (Cowan et al., 1994).

Benchmarks of Category 8 have to do with similarity effects,
which are easily explained on the grounds that aLTM representa-
tions interfere with each other to the extent that they share features
(Cowan, 1988; Nairne, 1990).

Benchmarks of Category 9 have to do with distinctiveness and
grouping. In the current approach, they are all related to how easy
or difficult it is to form new aLTM representations.

Benchmarks of Category 10 have to do with prioritization of
information in working memory. They are clearly compatible with
an attention-based approach in which aLTM is constructed and
perpetuated with the assistance of the FoA to a degree related to
the prioritization of the information.

Benchmarks of Category 11 have to do with knowledge effects,
of obvious relevance to the aLTM approach and not incompatible
with that approach. The embedded-processes approach could be
used to predict error patterns (Category 4) that Oberauer et al.
(2018) did not consider. In an immediate recall task, it is not
sufficient to pool all sources of LTM together in one’s answer, but
confusions do occur between aLTM activation from the newly
formed episodic record and aLTM from other sources. One key
example of this happening is in the false memory procedure of
Roediger and McDermott (1995). Suppose one receives a list of
many words for recall related to shirt, without actually receiving
the word shirt itself. The newly formed episodic record in LTM
includes words that were presented (e.g., perhaps button, sleeve,
blouse, etc.). However, these words together activate the word
shirt indirectly and that aLTM representation sometimes leads to
false recall despite its inappropriate source of activation. This kind
of example shows that the status of being activated can influence
performance of the system without absolute clarity of whether old
information or new learning was the source of activation.

Benchmarks of Category 12 have to do with individual differ-
ences, which are outside of the scope of this article for the most
part but have been treated at length within the embedded-processes
approach. They have been discussed with respect to capacity and
dual tasks in the case of child development (e.g., Cowan, 2016)
and aging (e.g., Rhodes et al., 2019).

Last, Benchmarks of Category 13 have to do with neuroscience,
discussed here throughout.

Summary

An aLTM representation must include rapid new learning and is
subject to loss through decay that occurs at a rate that is abated as
a better representation of the material is established. There is also
interference based on the similarity between the features of items
in aLTM and new incoming items, and that interference also is
presumably abated by improvement of the representation of the
information in memory, such as noticing patterns in the informa-
tion or possibly even some beneficial effects, for recognition at
least, of rote mental repetition (Glenberg, Smith, & Green, 1977).

Concluding Observations

Although there is no evidence explicitly ruling out the idea of
separate STM and LTM stores, this idea seems like an added
complication to a model that almost certainly must include LTM in
both active and dormant forms and attention to at least some of the
currently active forms. Given the possibilities brought up here,
there is good evidence for the sort of embedded-processes model
of Cowan (1988) if several additional premises are granted: (a) the
inclusion in aLTM of newly formed LTM representations of
episodes such as stimuli on the current trial (Cowan, 1999); (b)
neural damage to mnemonic control processes that are critical for
typical STM tasks but less so for typical LTM tasks, without
damage to storage per se (Cermak, 1997; Cowan, 1988; Morey et
al., 2019); (c) a neural basis of LTM activation that may not
involve neuronal firing, but other physiological factors that affect
the current synaptic weights (Rose et al., 2016); and (d) a variable
rate of decay depending on the degree of learning of the informa-
tion (Ricker, 2015; Ricker & Cowan, 2014). The behavioral evi-
dence favors a heavy role of LTM in STM procedures in a way that
is easily handled by assuming that the STM information is, in fact,
aLTM with some of that information attended.

The separate-copy version of STM could come in at least two
varieties: either as a stand-alone STM, or as part of a system that
also includes the activated portion of LTM, or aLTM. The latter
type of model could, of course, handle all of the findings that could
be handled with only aLTM, so the important question is whether
there is any evidence that requires this added complexity in the
model. I do not wish to suggest that the mysteries of behavioral
and neural coding of STM are now settled. Much is still unknown,
and there are complexities. Take, for example, the “problem of
two” noted above (cf. Jackendoff, 2002), the need to represent
types and tokens. Even without a separate-copy type of STM, there
may be multiple copies of the information in the mind, for example
in the hippocampus and also in the neocortex. Alternatively, there
may only be one copy of the information, in the neocortex, and the
hippocampal system might include only pointers to that informa-
tion; the hippocampus would do its job only in connection with the
neocortex, never on its own. Similarly, when the series 131 is
presented, the intraparietal sulcus involved in the attention to
information (Cowan, 2011) could include pointers to posterior
areas reflecting types (e.g., a pointer to 1 and another pointer to 3),
thus not doing the full job of holding an episodic record, or could
reflect tokens (with pointers to 1, 3, and 1 in different serial
positions). The brain research may not yet have included the
conditions needed to discriminate between these possibilities. We
do know that the intraparietal sulcus seems to work hard to keep
items distinct from one another, so that the representation of three
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directions of motion in sequence involved more activity than
sequences with one direction of motion and two colors (Gosseries
et al., 2018).

I hope to have shown that the question of what is meant by LTM
activation can be answered by combining a priori, behavioral, and
neural considerations, leading to a known definition and some
unknown but potentially knowable details. The mechanism of
aLTM including new learning seems both viable and important to
understand cognition. I also hope to have shown that it is an
unresolved empirical issue to assess two theoretical alternatives:
an activated portion of LTM with new learning, or that plus an
added, separate STM copy. The exact meaning of activation and of
the two alternatives may change as the pursuit to test them con-
tinues; changing definitions is a legitimate part of the progression
of a science (Cowan, 2017b).
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