
 1

This is a draft of a chapter published in M.L. Courage & N. Cowan (eds.) (2009), The 
development of memory in infancy and childhood.  London:  Psychology Press. 

 
Development of Working Memory In Childhood 

 
Nelson Cowan  

University of Missouri, U.S.A. 
 

Tracy Alloway 
University of Durham, U.K. 

 
Introduction 

 Working memory is the small amount of information that can be kept accessible or "kept in 
mind" in the service of ongoing cognitive activity.  It is of key importance in language 
comprehension and all sorts of problem-solving.  We discuss what working memory means, 
what is special about it, and how it might be understood within models of cognition and human 
information processing.  Then we examine various types of specific processes within working 
memory that may undergo developmental improvement.  Given limited space, we do not cover 
working memory in infancy, for which a different set of experimental techniques is needed (see 
Diamond, 1985; Oakes & Bauer, forthcoming; Rovee-Collier & Cuevas, this volume), or in non-
human animals.  Finally, we consider some practical consequences of working memory in 
cognitive disorders relevant to education.   

What is Working Memory? 
 William James (1890, p. 403) said "Every one knows what attention is."  Maybe so but, for a 
related concept, working memory, researchers disagree on what it is.  Miyake and Shah (1999) 
asked the authors of various chapters in their book to define working memory and the definitions 
differed considerably.  Some (e.g., Cowan, 1999) took a rather a priori approach and described it 
as the ensemble of mental mechanisms that allow information to be held in a temporarily 
accessible form to allow thinking.  Others included in the definition the specific mechanisms or 
structures that they thought to be part of working memory, such as automatic storage 
mechanisms dedicated to a particular kind of information such as speech sounds, or a central 
attention mechanism that controls cognitive performance.  One way to approximate a consensus 
is to use the definition from Wikipedia, an on-the-web encyclopedia allowing readers to edit the 
entry.  On 30 August, 2006, the definition at the web site 
(http://en.wikipedia.org/wiki/Working_memory) was as follows.  "In cognitive psychology, 
working memory is a theoretical framework that refers to structures and processes used for 
temporarily storing and manipulating information."  The term dates back to a book by Miller, 
Galanter, and Pribram (1960) theorizing that, in carrying out a complex behavior (e.g., 
comprehending a written paragraph, completing a math problem, or packing a suitcase), an 
individual has to remember the overall goal memory as well as the data, an overall plan, and 
various sub-plans necessary to reach the goal.  This information that is only temporarily 
appropriate to guide action is saved in what they called working memory.   
 Many other related terms have cropped up in the psychological literature, such as James' 
(1890) distinction between primary memory, comprising limited information in conscious 
awareness, and secondary memory, comprising the information learned over a lifetime.  In the 
dawning of cognitive psychology in the late 1950's and 1960's, the terms short-term and long-
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term memory often served a similar purpose (e.g., Atkinson & Shiffrin, 1968).  However, 
Baddeley and Hitch (1974) returned the field to the term working memory for several reasons.  
First, they wished to emphasize the use of this memory for carrying out cognitive operations; it is 
primarily from their influence that the Wikipedia definition of working memory includes not 
only holding information, but also manipulating it.  Second, whereas primary or short-term 
memory was typically conceived as a single component of the mind, evidence by Baddeley and 
Hitch suggested that the concept had to be fractionated into several components, including 
separate phonological and visuospatial storage mechanisms that hold special information for a 
short time effortlessly, and a central processing unit that could hold various information while 
changing or manipulating it as the problem required (e.g., remembering numbers while adding 
them together).  Third, they found that, although one could impede working memory by adding a 
demanding secondary task to be carried out along with the memory task, it did not affect some 
aspects of memory that other researchers attributed to primary memory; it did not quash the 
especially good recall of the most recent items in the list, or recency effect.  Therefore, they 
came to see working memory as something different from what other people were calling 
primary or short-term memory.  Nevertheless, all three terms -- primary, short-term, or working 
memory -- included a component of the mind that is very much like a focus of attention, a 
mindful, general-purpose entity that could deal with only a limited amount of information at 
once but could do wonders with it.  Some have defined working memory as the active, attention-
related part of temporary memory, and short-term memory as the passive part (e.g., Engle et al., 
1999); others have defined working memory as the entire ensemble of mechanisms that includes 
both the active and passive parts (e.g., Baddeley, 1986; Cowan, 1988, 1999).    

What is Special About Working Memory? 
 Ordinarily, what is special about a mental process is what it is capable of doing.  However, 
to understand working memory, one must also consider what its limits are, as they distinguish it 
from the rest of the cognitive system.  Working memory is capable of making certain ideas more 
readily accessible to ongoing thinking and actions (e.g., items, words, concepts, visual 
representations).  However, it can do so only for a limited number of ideas at a time, and only for 
a limited time per idea.  Therefore, there is an important process of selecting the ideas to be 
included in working memory.  For example, if the goal of an action is lost from working 
memory, the action is not likely to be completed successfully until it is recovered.  (Have you 
ever entered a room wondering, "Why did I come in here again?")  If the part of the present 
sentence that precedes the comma is lost from working memory, then the part of the sentence 
after the comma will have no particular meaning for you.    
Working Memory Limits  
 One can draw an analogy between the limits of working memory and limits of physical 
objects or events (cf. Kail & Salthouse, 1994).  The latter are limited in time, space, and/or 
energy, which will be described in turn.  Although these may encompass the basic working-
memory mechanisms, there are other, more general processes that also influence performance on 
working memory tasks, and these too will be explained. 
 Time-related limits.  In working memory, a time limit would indicate that any active idea 
in working memory stays active or accessible only for a short time, unless something is done to 
reactivate it, such as actively devoting attention to it anew or saying it to oneself (rehearsing it).  
This source of forgetting from working memory (or from short-term memory) is termed decay.  
In the early days of cognitive psychology, one could find evidence seeming to confirm decay 
(e.g., Baddeley, Thomson, & Buchanan, 1975; Peterson & Peterson, 1959) or seeming to 
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disconfirm it (e.g., Keppel & Underwood, 1962; Waugh & Norman, 1965).  Today, despite 
considerable additional research, one still can find recent evidence seeming to confirm decay 
(e.g., Barrouillet, Bernardin, & Camos, 2004; Cowan, Nugent, Elliott, & Geer, 2000; Mueller, 
Seymour, Kieras, & Meyer, 2003) or seeming to disconfirm it (e.g., Cowan et al., 2006; 
Lewandowsky, Duncan, & Brown, 2004; Lovatt, Avons, & Masterson, 2002).  A challenge for 
this research is to be sure that rehearsal is not taking place.  One can insert a distracting task to 
prevent rehearsal, but the distracting task may displace the memoranda in working memory, a 
mechanism different from decay.  So, today, the proposition that there is forgetting of 
unrehearsed items in working memory as a function of time in the absence of interference (i.e., 
decay) is still quite controversial.   
 A corollary to the decay hypothesis is that the speed of processing should make a difference.  
For example, if items from a list are being forgotten while an individual is recalling them from 
working memory, then faster recall should allow more items to be recalled before they become 
unavailable for recall due to decay.  Lewandowsky et al. (2004, Experiment 2) slowed down 
recall by having participants inserting a spoken word (super) once, twice, or thrice in each gap 
between letters from a list as it was recalled, but no effect of the amount of delay on recall was 
observed.  Nevertheless, some would argue that when a single word is to be repeated like this, 
the repetition becomes routine enough that some attention is freed up and is used to reactivate the 
items to be recalled, which obscures the process of memory loss (Baddeley, 1986; Barrouillet et 
al., 2004).   
 Space-related limits.  The relevance of space in working memory applies if one thinks of 
each idea as a physical object, in which case a metaphor for working memory is a box that holds 
the currently active objects.  The number of objects that can be held depends on the space taken 
up by the box (i.e., its volume).  This approach was advanced by one of the best-known articles 
in the field of psychology (Miller, 1956), in which it was suggested that adults seem to be able to 
remember lists of about seven items.  According to a previous approach, it could have been 
expected that what is important for memorability of a list is the amount of information that each 
item carries, in addition to the number of items in the list.  For example, there are 26 English 
letters so, to identify any letter, up to five binary (yes-or-no) questions must be answered 
(because 25 > 26 > 24).  If we learn that a letter is after m, it can be any of 13 letters; if is also 
before t, any of 6 letters; if also after p, any of 3 letters (q, r, or s); if also before s, either of 2 
letters (q or r); and if it is also after q, it can only be r.  There are only 10 digits (carrying less 
information per item than letters) and there are thousands of words (carrying much more 
information per item than letters); yet, we can remember lists of about 7 items no matter whether 
they are digits, letters, or words.  
 What increases this limit is grouping items together to form larger meaningful items, as in 
the acronym IBM, which includes three letters but forms a single meaningful unit representing a 
corporation in the United States (International Business Machines).  Miller (1956) called this 
grouping process chunking.  It is difficult to remember a list of 9 random letters, but it is easy 
when the letters form a much smaller number of meaningful chunks (as in the list IBM-NBC-
RCA, representing 3 well-known corporations).  Now, one could ask whether it is possible to 
remember lists of 7 of these acronyms, or, say, 7 idiomatic expressions or phrases, and the 
answer appears to be "no" (Glanzer & Razel, 1974; Simon, 1974; Tulving & Patkau, 1962).  
However, it has been argued that the ordinary limit of 7 is possible only because some special 
processes enhance working memory capability.  Participants may group items together rapidly to 
form new chunks, or they may engage in silent, covert rehearsal of short verbal items (e.g., 
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Baddeley, 1986).  When those processes are prevented, participants more typically recall 3 or 4 
chunks (Broadbent, 1975; Cowan, 2001) and this appears to be true not only for short chunks 
such as digits, letters, or words, which can be articulated quickly, but also for longer chunks such 
as phrases, or for chunks that cannot be articulated at all (e.g., Glanzer & Razel, 1974; Gobet & 
Clarkson, 2004).   
 Can these findings be accommodated with the space metaphor?  Probably so.  A box can 
hold only a fixed number of objects of a certain size, but the density of the objects does not 
matter.  Chunking may be compared to taking objects of a standard size and compacting two or 
more of them together until they take up the same space that a single standard object took before 
the compression.  By doing so, more objects can fit in the same box.  Although there have been 
recent studies showing that capacity limits provide an excellent account of performance (Cowan, 
Chen, & Rouder, 2004; Chen & Cowan, 2005), the generality of this conclusion remains 
unknown.   
 Energy-related limits.  The energy metaphor takes into account that information does not 
just enter working memory automatically and then leave it automatically.  A person's goals make 
him or her strive to put certain items in working memory and to remove other, irrelevant items to 
make room for those relevant to the task at hand, whatever it may be.  Yet, these goals can 
conflict with other mental tendencies that have to be suppressed or overridden.  For example, in 
the classic procedure of Stroop (1935), the participant must name an ink color as quickly as 
possible instead of reading aloud the conflicting color word that the ink forms (e.g., the word 
blue written in yellow ink).  Given that the conversion from print to speech is automatic in 
normal adults, the printed word must be inhibited to prevent errors in this task. Individuals with 
less working memory have a difficult time suppressing the word-reading response and can be 
more often lulled into reading the word instead of naming the ink color, especially if the word 
matches the ink color on most trials (Kane & Engle, 2003).  Low-span individuals may have less 
of the relevant type of energy to control attention.  In daily life, considerable energy must be 
exerted to maintain working memory, as when one waits patiently for a turn to say something 
without either interrupting or forgetting what one wanted to say.  This general concept of 
working memory limits in energy (i.e., control of attention) may be less controversial than limits 
in time (decay) and space (capacity).  However, in any particular situation, it is difficult to 
identify exactly which of these limits applies.  For example, the inability to remove irrelevant 
items from working memory could deflate the estimate of how many relevant items can be held 
at once (May, Hasher, & Kane, 1999; Vogel, McCollough, & Machizawa, 2005).   
 Other limits affecting working memory.  Last, a number of other factors may influence 
how well one performs a working memory task.  Knowledge of the material being tested makes a 
difference (Chi, 1978), and its influence can be separated from those of other factors, such as 
recall speed (Hulme, Maughan, & Brown, 1991) or working memory for less familiar materials 
(Hambrick & Engle, 2001).  The ability to use particular mnemonic strategies, such as types of 
rehearsal and grouping, makes a difference (Budd, Whitney, & Turley, 1995; McNamara & 
Scott, 2001), as does one's knowledge of what strategies would or would not be feasible or 
helpful, termed metamemory (Bunnell, Baken, Richards-Ward, 1999).  With all of these possible 
factors, it is actually quite difficult to conclude that a particular age difference in memory 
definitely is caused by one particular factor.   
 With these ideas and cautions in mind, we now introduce some conceptions of the working 
memory system and then examine evidence of developmental change.  

Models of Working Memory 
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Why Models are Helpful 
 It might be possible to test each proposition about working memory and its development 
separately.  Is there decay?  Is there a capacity limit?  Is control of attention an issue?  Which of 
these changes with development?  In practice, though, it is difficult to do this.  For example, if 
one wants to examine age differences in decay, one must explore the possibility that the 
combination of capacity and control-of-attention factors might produce results that look like 
decay.  In exploring any one factor, it helps to keep in mind one's conception of the processing 
system as a whole.  In any case, an important goal of research is to refine our understanding of 
the system as a whole.  At least partly for these reasons, considerable effort has gone into the 
development of models of working memory.  What is meant by this is a simplified conception of 
the parts of working memory and how they operate together, a bundle of hypotheses about 
working memory that all fit a logically consistent system leading to testable predictions. 
Types of Models 
 One can distinguish at least four types of models of working memory.  They can be 
classified as cognitive versus neural on one hand, and as conceptual versus computational on the 
other hand.  In cognitive, conceptual models, the aim appears to be to take into consideration all 
that is known about working-memory performance and to describe a plausible system of 
mechanisms that could produce the data.  The predictions based on this sort of model are 
primarily ordinal; performance is predicted to be higher in one particular condition than in 
another.  In cognitive computational models, additional assumptions are made explicit so that the 
model can yield predictions about the mathematical form of results.  This generally can be done 
only by adopting some assumptions that cannot presently be checked, and only by limiting the 
scope of evidence that can be taken into consideration.  In neural models, statements are made 
about the neural activities underlying working memory performance.  Neural models also can be 
of the either conceptual or the computational variety although, at present, to create a neural, 
computational model one generally has to go "far out on a limb" with unsubstantiated 
assumptions.  We do not advocate the use of any one type of model alone; they are not mutually 
exclusive, and there is a need for all of them until such time as a grand, unifying, conceptually 
and computationally explicit model of performance on both the cognitive and neural levels can 
be developed and verified.  For now, though, we emphasize one model type (below). 
 Cognitive, conceptual models.  Figure 1 summarizes three models of this type.  The first 
model is a rough sketch of the entire human information processing system offered by Broadbent 
(1958) in a footnote within his book.  (The terminology is modified here, as Broadbent's original 
terms conflict with more recent usage.)  Coming at the awakening of the field of cognitive 
psychology, Broadbent distinguished between two types of temporary memory:  a sensory 
memory that contains traces from sensory experience in all modalities and channels at once, but 
not for long; and a central processing unit that can accept only a small fraction of the information 
present in sensory memory and is, in that way, limited in capacity.  These ultimately contribute 
to a long-term memory of experience.  According to Broadbent's conception, the higher-level 
stores could feed information back to the lower-level stores to help encode and interpret 
information within them.  In most subsequent models there is a level of sensory memory that is 
not interpreted on the basis of categorical knowledge.  Atkinson and Shiffrin (1968) refined this 
model to make it more computational and to give a more vivid account of control processes, such 
as covert rehearsal, that presumably are involved in cycling information from one phase of 
storage to another.   
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 The middle panel shows the model of Baddeley (2000).  An earlier version by Baddeley 
(1986) has been probably the most influential model in the field of working memory per se.  The 
newer version shown in the figure differs from the earlier version only in that the former model 
did not include the box labeled the episodic buffer.  The original model was designed to explain 
why a single capacity-limited store, such as that of Broadbent (1958), cannot account for all of 
the working memory results.  The idea of a capacity-limited region of memory implies that 
keeping in mind one type of information impairs memory for another kind of information.  In 
reality, though, Baddeley and colleagues found little interference between verbal materials, on 
one hand, and visual-spatial materials, on the other hand, so separate types of memory storage 
were advocated for these two types of materials.  Although Baddeley and Hitch (1974) 
considered that there also might be a capacity-limited, general type of memory storage running 
across domains, Baddeley (1986) did away with that type of storage for the sake of parsimony 
and suggested that every type of memory of interest could rely on phonological and/or 
visuospatial memory, with central executive processes that manipulate and process information, 
controlling its flow, but do not store it per se.  Phonological and visuospatial memory were said 
to be limited by decay, for reasons we will explore later.  Baddeley (2000) reconsidered the need 
for a more general type of memory storage, for various reasons.  For example, one must often 
temporarily remember the links between verbal and visual sources of information, or a new 
arrangement of abstract ideas that are neither phonological nor visuospatial in form.  To account 
for these types of memory, Baddeley (2000) added the episodic buffer to the model.   
 The bottom panel of Figure 1 shows a model proposed by Cowan (1988) and elaborated in 
later writing (Cowan, 1995, 1999, 2001).  It was suggested as a general processing model, taking 
into account the role of attention processes in storage more than did the model of Baddeley 
(1986).  It can be contrasted to the other two models in several ways.  Broadbent's (1958) model 
includes the notion of an attention filter limiting how much information can be transferred from 
the sensory store to the capacity-limited store at any moment; it is generally limited to a single 
stream of input.  In contrast, Cowan (1988) considered that there must be some way for at least 
sensory information from multiple streams of input to be transferred.  In evidence that Broadbent 
summarized, when individuals attend selectively to one of several channels (such as one ear's 
message in a dichotic listening situation with different messages to the two ears) they remember 
little or nothing of the material in the unattended channel.  However, they do notice when an 
unattended message changes abruptly in its physical properties (such as a switch from a male 
voice to a female voice in the unattended message).  They sometimes also notice their own 
names in the message to be ignored (Moray, 1959), although that can be explained on the basis 
that some individuals' attention wanders from the assigned channel, allowing attention to a 
channel that was supposed to be ignored (Conway, Cowan, & Bunting, 2001).  Cowan's (1988) 
model postulates that all incoming stimulation has some influence on the processing system, 
activating parts of long-term memory.  For unattended stimuli, this activated information may or 
may not be limited to the gross physical features of the stimuli.  If these features change 
abruptly, the stimuli not only activate long-term memory features, but also recruit attention.  This 
in turn results in a deeper, more complete analysis of the changed stimuli. The assumption is that 
a mnemonic representation of the environment is built up and that orienting of attention 
(Sokolov, 1963) occurs after an individual processes stimuli that produce a discrepancy from that 
representation.  As the representation is modified to reflect the change, the orienting response 
dies down as the individual habituates to the new status quo.   
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 Cowan's (1988) model also can be compared to Baddeley (2000).  One difference is that 
Cowan's model is less modular.  In place of the phonological and visuospatial stores, it depicts 
activated portions of long-term memory.  The intent was not to deny a difference between 
phonological and visuospatial representations.  However, at present it is not clear how memory 
should be divided up.  Perhaps the phonological store also works for nonverbal sounds.  Perhaps 
there is a representation that is auditory and spatial, or tactile and spatial.  Therefore, Cowan 
simply stated the hypothesis that the amount of interference between one stimulus and another 
depends on the similarity in the features of the two stimuli; it was thought that positing a specific 
taxonomy of the varieties of activated memory, or the exact nature and number of buffers, would 
be premature.   
 In addition to activated elements of long-term memory, Cowan supposed that a subset of 
that activated memory is in the focus of attention.  Later work suggested that the focus typically 
includes 3 to 5 meaningful chunks of information in normal adults (Cowan, 2001, 2005).  It may 
also include new associations between elements.  In fact, all items present in the focus of 
attention at once may become inter-associated.  If one pays attention while two people are being 
introduced, for example, then the focus of attention may hold information about which name 
goes with which person.  Whether all of this information is successfully transferred to long-term 
memory is a question that probably cannot yet be answered.  The focus of attention functions in a 
manner that may be similar to Baddeley's (2000, 2001) episodic buffer, except that Baddeley has 
not taken a definitive stand on the attention requirements of that buffer.  Overall, there is a lot of 
similarity between the revised Baddeley model and the Cowan model.  According to one use of 
terminology, the activated memory can be called short-term memory and the focus of attention 
can be called working memory (Engle et al., 1999).   
 Other types of models.  Other varieties of models aside from the cognitive, conceptual ones 
are important but have perhaps only just begun to make an impact on developmental research.  
Cognitive, computational models include many models specific to serial recall processes (for a 
summary see Farrell & Lewandowsky, 2004).  A few models of short-term working memory 
more generally are conceptually quite similar to the Cowan (1999) model, but in a 
computationally explicit way (Anderson, Bothell, Lebiere, & Matessa, 1998; Davelaar, Goshen-
Gottstein, Ashkenazi, Haarman, & Usher, 2005; Oberauer & Kliegl, in press).  In neural, 
conceptual models of working memory, areas of the brain have begun to be identified with 
particular processes related to working memory, providing important clues to guide future 
investigations even though we do not yet know much about each of these brain areas.  In 
particular, emphasis has been placed on frontal lobe systems as a basis of the control of attention 
(e.g., Cowan, 1995; Kane & Engle, 2002) as well as parietal lobe systems as an important part of 
the seat of attention, or its focus (Cowan, 1995, 1999).  The intraparietal and intraocular sulci 
have been found to respond to visual arrays in a working memory task in a manner that mirrors 
performance.  Todd and Marois (2004) found these areas to increase in activity as the visual 
working memory load increased, and to reach an asymptotic level of activity when the 
behaviorally-defined memory capacity was reached.  Xu and Chun (2006) replicated this and 
showed that some of the sub-areas respond to the number of objects regardless of their 
complexity; but they also found related areas that are influenced by the level of complexity in the 
stimuli, which also does affect working memory capacity.  This leads to the notion that there is a 
limit in how many objects can be represented (about 4 at most) and another limit in the total 
amount of complexity (with the capacity lowered for complex objects), all in keeping with 
behavioral results (Alvarez & Cavanagh, 2004).  Finally, neural, computational models have 
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suggested why working memory capacity is limited.  The suggestion is basically that the 
multiple features of several items can be represented at the same time if the neural substrates of 
the features of a given object all fire in unison and, within a short, fixed cycle, all items have a 
turn.  If more than a few objects enter working memory, there is an increasing danger that the 
features of different items will be confused with one another (Lisman & Idiart, 1995).  For 
example, one may forget whether the items included a red square and a green triangle or a green 
square and a red triangle, if several other items also were included in the set.   
 In practice, the division between model types is not so clean because, for example, some 
conceptual models may appeal to neural-like principles without including many actual neural 
details, computational models may have a conceptual wing that is not modeled, broad conceptual 
models may have a computational component that is itself not very broad or comprehensive, and 
so on.  All of the models may be viewed as theoretical tools to guide empirical investigations. 
Distinguishing Between Models Based on Mechanisms 
 Although it is difficult to determine which model is correct, mechanisms help to distinguish 
between models.  In some models, time-related decay of memory is postulated (e.g., Baddeley, 
1986; Broadbent, 1958; Cowan, 1999) whereas, in other models, time-related decay is not part of 
the model at all (e.g., Lewandowsky et al., 2004; Waugh & Norman, 1965). According to some 
models there should be a general capacity that is shared between different types of materials 
(Baddeley, 2001; Broadbent, 1958; Cowan, 1999) but, according to other models, there is no 
such capacity because retention is accomplished entirely in domain-specific stores (e.g., 
Baddeley, 1986).  Also, in some models (e.g., Engle et al., 1999; Kane & Engle, 2003) the ability 
to control attention might entirely explain individual differences in capacity whereas, according 
to other models, more emphasis is placed on working memory storage limits as being separate 
from these attention-control differences (Cowan, 1999, 2001).  Addressing the fundamental 
mechanisms is probably an efficient way to guide the selection among models.  

Development of Working Memory 
 No doubt working memory improves with development but it is difficult to determine what 
basic mechanisms account for this improvement with maturation.  We will consider the role of 
mechanisms we have already introduced.  Given that mechanisms help to distinguish between 
models of working memory, it seems likely that developmental evidence on the role of these 
mechanisms in turn can help guide the selection of models.  Thus, the relation between cognitive 
psychology and cognitive development is a two-way street. 
Time-related (Decay and Speed) Factors 
 The examination of time-related factors has involved experimental methods in which a list 
of items is presented and the task is to recall the list in its presented order (in developmental 
studies, orally or by pointing to items).  Sometimes, fixed list lengths are used and, other times, 
the list length is variable and the question is the length of list that can be recalled without error (a 
memory span task). 
 Speed-memory correlation.  Traditionally, investigations of decay and speed co-occur.  
According to the logic developed by Baddeley et al. in understanding the word length effect, 
individuals could remember lists of about as many words as they could pronounce in 2 seconds.  
The maximal speed of pronunciation of a few words was assumed to provide an estimate of the 
speed of covert rehearsal, perhaps not a bad assumption inasmuch as covert and overt varieties of 
speech do seem to proceed at comparable rates (Landauer, 1962).  The data suggested that the 
speed of rehearsal could account for memory span.  The assumption was that the phonological 
memory trace is lost if it is not refreshed soon enough through covert verbal rehearsal, in a 
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repeating phonological loop.  On the assumption that everyone has the same decay rate and loses 
an unrehearsed memory trace in about 2 seconds, individual differences in memory can be 
accounted for by differences in the speed of covert rehearsal.  This logic was later extended to 
account for developmental differences in span, the finding being that younger children speak 
more slowly and recall commensurately less than older children or adults (Hulme, Thomson, 
Muir, & Lawrence, 1984; Hulme & Tordoff, 1989; Kail, 1992; Kail & Park, 1994).  An example 
of this relationship is shown in Figure 2.  Similar arguments had been made regarding the 
relation between other sorts of short-term memory and processing speed, as well (Case, Kurland, 
& Goldberg, 1982).    
 A problem with the phonological loop interpretation was that other research suggests that 
young (e.g., 4-year-old) children, whose data fit the nice linear relation between speech rate and 
memory span, cannot carry out useful rehearsal (Flavell, Beach, & Chinsky, 1966), suggesting 
that the rate of rehearsal cannot be a determining factor.  A slight modification of the theory still 
could work.  Whether the phonological memory trace lasts long enough to result in successful 
recall should depend not only on the speed of covert rehearsal, but on the speed of overt, spoken 
responses.  Specifically, memory can be lost during the response period.  If the first item in the 
response is articulated too slowly or if the pause after it is too slow, memory for the second and 
following items can fade during that time; and so on.  Evidence does suggest that the overt 
response speed is of interest, in that (1) young children show effects of speech rate on memory 
span, such as a word length effect, only when there is a spoken response, whereas older children 
show these effects even when the response is nonverbal (Henry, 1991); and (2) the speed of 
spoken responses in memory span tasks does dramatically increase with age in childhood 
(Cowan et al., 1994, 1998).   
 Speed-memory path of causation?  A critical question that still needs to be examined is 
whether the chain of causation suggested by the phonological loop model really holds.  Recall 
the Lewandowsky et al. (2004) finding that, in adults, response speed in a serial recall task could 
be slowed without impairing span.  Of course, their use of repetitions of a single word to slow 
down recall may have been inadequate to stop rehearsal during that delay (see Barrouillet et al., 
2004).  However, discouraging results also have been obtained in studies designed with the intent 
of speeding up children's recall, to see if span increases in the expected manner.  Hulme and 
Muir (1985) tried to train children to learn to produce words at a faster rate to see whether that 
would result in an increase in memory span, presumably by allowing the children to rehearse 
more quickly.  They were unable to train children reliably so it was not possible to test the 
hypothesis.  Cowan et al. (2006, Experiment 2) took a slightly different approach, with second-
grade children (most of whom were 8 years old) recalling lists of digits.  Instead of trying to 
increase the maximum rate of rehearsal, this study concentrated on the usual rate of recall.  A 
baseline digit span measurement was obtained in every child and then, in a second phase of the 
experiment, half of the children were simply instructed to speak as quickly as possible without 
making errors.  In a third phase, they could again determine their own speed (but generally chose 
to remain fast).  In a control group, no speed instruction was given in any phase.  Each phase also 
included some post-span trials with lengths adjusted relative to span, to equalize the difficulty 
level.  The results are shown in Figure 3.  Even though children in the experimental group 
increased their speech rate to one faster than the usual adult rate (as measured in a first 
experiment), there was absolutely no improvement in memory in any part of the experiment. 
 Caution is still in order.  It is possible that each person's memory response occurs at some 
sort of ideal rate for that individual.  He or she might find through experience that slower speeds 
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cause memory loss whereas faster speeds require so much effort that there is no benefit to 
memory, due to mechanisms outside of the phonological loop.  It is also possible that second-
grade children engage in some sort of rehearsal between items in their responses and that 
different results would be obtained if even younger children were instructed to recall quickly.  
However, an alternative account would state that the correlation between speech rate and 
memory span, or even between speed and memory more generally (Kail & Salthouse, 1994), 
occurs for some other reason.  It could be that the memory requirement of saying things quickly 
plays a role.  It also could be that both speed and memory are independent indices of some 
general neural efficiency and that neither one really influences the other.  This issue is difficult to 
resolve but we look forward to interesting research to resolve it.   
 Decay differences with age.  Another important question is whether an untested simplifying 
assumption is valid.  According to the usual phonological-loop-based account of age differences, 
the rate of decay does not change with age but the rate of rehearsal and speech does change.  It is 
difficult actually to measure decay (if, in fact, it exists) because it is difficult to separate decay 
from interference effects.  In a working memory task, if one does not include a distracting 
stimulus during a retention interval, one cannot rule out the possibility that the participant 
rehearsed the stimuli.  Yet, such distracting stimuli may cause interference.  A couple of studies 
addressed this issue by engaging children in a silent computer game that involved silently 
looking for pictures with names that rhyme (Cowan, Nugent, Elliott, & Saults, 2000; Saults & 
Cowan, 1996).  Most stimuli were to be ignored but, once in a while, the computer game would 
be replaced with a request to name the last spoken word (Saults & Cowan) or digit list (Cowan et 
al.).  Attention and mnemonic strategies would be prevented both during the presentation of the 
auditory stimuli, so that spoken stimuli could not be memorized, and during a retention interval 
of 1, 5, or 10 seconds, so that spoken stimuli could not be rehearsed.  If the silent computer game 
caused interference, we might expect that it could impair performance for digits in all serial 
positions within the study of Cowan et al.  However, what actually was found, for lists adjusted 
to each individual's span, was a pronounced difference between the rates of decay in second- 
versus fifth-grade children at the final serial position and no difference at any previous position 
(see Figure 4).  This suggests that there may be an age difference in decay of an uninterrupted 
sensory memory but that it applies only to the last item spoken.  Each item may interrupt sensory 
memory for previous items so that only the last list item benefits much from that sort of memory 
(cf. Balota & Engle, 1981).  For the sake of phonological loop explanations, this finding only 
suggests a small modification.  Again, more research is needed.  
Space-related (Capacity) Factors 
 Working memory capacity limits in terms of units, increasing in number with maturation, 
form the fundamental basis of cognitive development according to the neoPiagetian school of 
thought (Burtis, 1982; Case, 1972; Pascual-Leone, 1970, 2005; Weiss, 1995).  This type of 
hypothesis applies across child development.  There are still few studies of the development of 
the capacity of working memory in chunks, mainly because the field is still uncertain how these 
chunks should be identified.  Cowan et al. (2005) examined several working memory tasks 
across the elementary school years and in adulthood, and several of the tasks were selected to 
minimize the role of mnemonic strategies so the role of capacity could be observed.  In those 
tasks, the assumption was that each presented item was recalled as a separate chunk of 
information.  One task was the array-comparison task of Luck and Vogel (1997), in which the 
presentation is generally too brief and arbitrary to allow much of a role of grouping or covert 
rehearsal (on the latter see Morey & Cowan, 2004, 2005).  Another was a running memory span 
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task with a very fast, 4-items-per-second presentation rate.  A list of digits of an unpredictable 
length (12 - 20 items) was presented and then the participant was to recall as many items as 
possible from the end of the list.  Because it was not possible to rehearse, the only way to 
accomplish the task was to wait until the list ended and then load as many items as possible from 
a passive sensory or phonological store into working memory.  A third measure involved 
memory for spoken lists that were unattended at the time they were presented, as the participant 
was busy with a silent computer game, ignoring most lists until an occasional recall cue was 
presented just after a list ended. These measures suggested that the capacity increases with child 
development, from just over 2 items in the early elementary school years toward an adult 
capacity of about 4 items on average (generally ranging from 2 to 6 in adults).  This is shown for 
one such measure, memory for spoken lists that were ignored during their presentation, in the 
solid lines of Figure 5.  (The dashed lines show how much was added by attention at the time of 
presentation; a bit more in older participants.)  It is not yet clear whether Cowan et al. have fair 
measures of capacity or whether the critical difference is the development of the ability to use 
attention to load working memory and use it at the time of recall (cf. Vogel et al., 2005).  
Therefore, it is not yet known whether capacity truly increases with age, or whether the apparent 
increase is a byproduct of an increase in the efficiency of loading and using of working memory.   
 Another type of capacity is not measured in meaningful chunks per se, but in phonological 
segments.  Gathercole and Baddeley (1989) presented children with nonsense words of varying 
numbers of syllables (e.g., prug, mulfost) and found that children who could repeat longer 
nonwords had larger vocabularies.  Nonword repetition at 4 years of age predicted vocabulary a 
year later (Gathercole, Willis, Emslie, & Baddeley, 1992), whereas the reverse was not true in 
that age range, although vocabulary became a predictor of nonword repetition at an older age.  
Later work showed that children who were able to repeat longer nonwords also went on to excel 
at reading, and the trend was especially strong when the least word-like nonwords were 
considered (Gathercole, 1995).  A reasonable interpretation is that some children have a higher 
capacity for phonological information than others do.  Still, it is not clear just how to think about 
this ability; is it a matter of longer or more detailed phonological representations in some 
children than in others, or less decay in some than in others?  That is not clear, nor is the reason 
for developmental improvements in this task.     
 In sum, then, we actually know very little about whether capacity, narrowly defined as the 
number of chunks or other basic units that can be kept active at once, increases with age.  We 
certainly know that working memory increases with age, but there is still a lot of work left to do 
to understand how basic capacity contributes to that improvement. 
Energy-related (Attention Control) Factors 
 If one thing is clear from the last few decades of cognitive development research, it is that 
there is a developmental improvement in the ability to control attention.  This has been 
demonstrated in a wide variety of behavioral research (e.g., for a summary see Bjorklund & 
Harnishfeger, 1990) and, increasingly, in neuroimaging research (e.g., for a summary see Posner, 
2004).  The frontal lobes of the brain have a long course of maturation throughout childhood, and 
their ability to help control attention (e.g., Kane & Engle, 2002) improves accordingly.  Several 
central executive functions involved in what is commonly termed working memory are thought 
to depend on this control of attention, such as maintaining a goal (Kane, Bleckley, Conway, & 
Engle, 2001), updating working memory (Oberauer, 2005), switching attention from one task to 
another, and inhibiting irrelevant information (Friedman et al., 2006; May et al., 1999).  This 
topic has been of great interest medically, given the epidemic of attention deficit disorder in 
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children (Barkley, 2003).  The brevity of our coverage of the control of attention in children 
occurs not for a lack of information, but because it would require a whole book.  We will focus 
on one germane question:  what specific effect does this development have on working memory 
performance?  
 The work leading to an understanding of the effects of attention on working memory in 
childhood has largely adapted procedures used to study individual differences in adults.  
Daneman and Carpenter (1980) developed a technique combining the storage of information 
with processing episodes so as to tie up both storage and processing, which, according to early 
views of working memory, shared resources (Baddeley & Hitch, 1974).  The sentence span 
procedure is depicted on the left-hand side of Figure 6.  A sentence is presented, and the 
participant is required to comprehend the sentence and then also retain the last word in the 
sentence for later recall.  The measure of span is how many sentence-final words can be recalled 
in order while the sentences are adequately comprehended, as measured by a later test.  Case et 
al. (1982) reported on a related procedure in which fields of dots are counted and the count for 
each field is then reported (counting span, middle of Figure 6).  Later, Turner and Engle (1989) 
extended this procedure to cases in which the processing episode was arithmetic and a word to be 
recalled was presented after each problem (operation span, right side of Figure 6).  These tasks 
all are sometimes referred to as complex span tasks for lack of a better term.  (Operation span 
might have been a good general term but it has come to refer only to the arithmetic version.)  
Complex span tasks typically produce very high correlations with intellectual aptitude tasks, 
much higher than the digit span task that is part of most intelligence tests, and the complex span 
tasks together have become the gold standard for the measurement of working memory (Conway 
et al., 2005).  Adults with higher working memory spans are better able to ignore an irrelevant 
channel in selective listening (Conway et al., 2001), avoid looking at a suddenly-appearing 
object when the assigned task is to look away from it (Kane et al., 2001), and avoid naming an 
irrelevant color word in the Stroop task (Kane & Engle, 2003).   
 There is controversy about why complex span correlates well with aptitudes.  Is it because 
of the contribution of all central executive functions to intelligence, or only because of the 
contribution of the process of updating working memory, as Friedman et al. (2006) found?  
Cowan et al. (2005) found that complex span tasks correlated well with working memory tasks 
that did not include a dual task but still discouraged mnemonic strategies, such as running span 
with a fast presentation rate and two-array comparisons.  Both predicted aptitudes well.  Cowan 
et al. suggested that complex spans are effective because mnemonic strategies are impeded by 
the processing episodes, allowing the task to measure a core capacity (cf. Barrouillet et al., 
2004).   
 Various researchers have stated different opinions as to why complex working memory span 
increases with age in childhood.  Towse, Hitch, & Hutton (1998) carried out a counting span task 
in which the order of displays varied.  They found that scores were lowest when the largest 
displays occurred at the beginning of the list rather than the end, presumably because, with the 
largest displays at the beginning, the counts that were to be recalled had to be maintained for a 
longer time while subsequent displays were presented.  Similar results were obtained in 
operation and reading span tasks.  However, for the age range tested (8-11 years), the delay 
manipulation hurt all age groups about equally.  Therefore, this delay effect does not seem to be 
the basis of the development of working memory performance, which was robust under both 
short-processing-first or long-processing-first conditions. 
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 According to Cowan et al. (2005), complex spans work by preventing mnemonic strategies.  
In adults, they provide a much higher correlation with aptitude tests than does a simple digit 
span, which freely allows grouping and rehearsal processes.  However, in children too young to 
engage in these mnemonic processes, even a simple digit span task should work well and 
correlate highly with aptitudes.  That is exactly what Cowan et al. found.  Converging on their 
interpretation, other recent developmental studies have found that in children, as in adults, 
performance on complex span tasks correlates with aptitudes better when the span task is 
conducted with a time limit rather than according to the participant's chosen speed, which further 
takes up attention and thereby prevents mnemonic strategies from being sneaked into the task 
(Conlin, Gathercole, & Adams, 2005; Friedman & Miyake, 2004; Lépine, Barrouillet, & Camos, 
2005).  
 If this last conjecture is correct, the implication is that the developmental difference 
observed in complex span tasks may not result from age differences in the control of attention as 
one might assume, but rather from age differences in the scope of attention, which may be 
synonymous with working memory capacity in chunks.  Scope and control of attention seem to 
be partly independent and partly overlapping in terms of individual and developmental 
differences (Cowan, Fristoe, Elliott, Brunner, & Saults, in press).  This is not to say that 
developmental differences in the control of attention are unimportant in development generally, 
but that their importance can be seen more clearly in working memory tasks for which the use of 
strategies is critical and can make use of that control of attention, not in complex span tasks in 
which strategies may be curbed.  The contribution of strategies will be discussed shortly.  The 
control of attention also can be seen to influence development in working memory tasks for 
which it is necessary to inhibit irrelevant information.  For example, the detrimental effect of 
irrelevant speech on serial recall of a printed list is larger in younger children (Elliott, 2002).  
 When an individual, including a child, is off-task (e.g., Gathercole & Alloway, 2005) it is 
difficult to distinguish between a failure of capacity or the scope of attention, so that the 
instructions were forgotten, versus a failure of the control of attention, so that the individual was 
unable to exert the energy necessary to avoid distraction.  We believe that, in principle, this 
question can be resolved but, in practice, it is still unresolved.   
 Unsworth and Engle (in press) argued that the control of attention is important in working 
memory tasks not only to hold information in primary or short-term memory, but also to guide 
the retrieval of information from secondary or long-term memory.  This proposal includes the 
common assumption that no task is pure in terms of the processes tapped and that the tasks 
termed complex working memory span tasks often benefit from some role of memorization in 
the task, just as in a long-term memory task.  Cowan et al. (2003) showed one way in which it 
may play a role.  They measured the silent time preceding recall in several types of span task and 
found that these are much longer in sentence span tasks than in counting span or digit span tasks, 
and that the time difference is greater in younger children (Figure 7).  One account of these 
results is that, in sentence spans, it is possible to try to reinstate sentences from long-term 
memory to provide a context for recalling the sentence-final words. That strategy takes a fair 
amount of time, especially in younger children.  With Unsworth and Engle, we can speculate that 
this age difference may be the result of older children's and adults' more effective use of attention 
in long-term retrieval. 
Other Factors   
 In addition to basic properties of time (speed and decay), space (capacity), and energy 
(attention control), remaining factors to be considered are quite important and include things that 
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are not part of working memory strictly speaking but that, in practice, help performance 
considerably.  These include knowledge of the stimuli to be remembered in working memory 
tasks and strategies for carrying out those tasks.  Knowledge and strategies are covered at length 
by Bjorklund (this volume) but we will briefly consider their relation to the development of 
working memory.   
 Knowledge.  Disentangling multiple processes in working memory requires caution.  For 
example, suppose one presented to children of different ages both words and nonwords and 
found that the advantage of words over nonwords (there is one) was larger in older children.  
One might be tempted to conclude that this difference is a result of greater lexical knowledge in 
the older children.  However, this result alone would not be sufficient to specify the mechanism 
involved.  It could be that words are pronounced more quickly than nonwords and that this 
difference in pronunciation speed underlies the word-nonword difference and is greater in more 
mature individuals. 
 Hulme et al. (1991) showed how effects of lexical information and pronunciation speed can 
be dissociated.  They presented lists of short, medium, and long words and nonwords; each list 
was homogeneous in both lexical status and length.  Word length and lexical status operate in 
different ways, as Figure 8 shows.  Word length affected recitation speed (which also was 
measured) and resulted in a linear relation between speed and span.  Lexical status did not 
change the slope of that linear relation, but strongly affected the intercept.  Roodenrys, Hulme, 
and Brown (1993) carried out a similar study developmentally.  They found that there was a 
large speed difference between 6- and 10-year-olds; the older group's data points were higher up 
on the regression line relating speech rate to memory span, indicating both faster speaking 
capability and better span.  However, older children also showed a slightly larger benefit with the 
presentation of words as opposed to nonwords, and this does indicate a contribution of children's 
growing lexical knowledge to memory span.  Another example was described above for the use 
of linguistic knowledge to aid sentence span (Cowan et al., 2003).  It is likely that many other 
examples exist in which knowledge is important for a particular working memory task. 
 Strategies.  There is something special about strategies.  For the other possible mechanisms 
of developmental change we have discussed, the proposal was one of a quantitative change:  
older children have less decay, faster processing, more capacity, better control of attention, and 
more knowledge.  For strategies, we are in a different position because the proposed change is 
qualitative. Strategies begin in later childhood that apparently are not used at all in early 
childhood (cf. Bjorklund, this volume; Miller & Seier, 1994; Siegler, 1996).    
 Strategies that can apply to working memory tasks vary depending on the task.  Two of the 
most common are verbal rehearsal (e.g., Flavell et al., 1966; Ornstein & Naus, 1978) and sorting 
items by some category such as meaning or appearance to assist recall (e.g., Schneider, Kron, 
Hunnerkopf, & Krajewski, 2004).  One issue is whether the child produces a certain strategy and 
another issue is whether that strategy is used effectively.  In a longitudinal study, Schneider et al. 
reported that children actually change from non-strategic to strategic performers rather quickly 
across tasks.  A utilization deficiency seems uncommon but, when it appears, it seems to persist 
in the individual for long after strategies are first used, and correlates with poor working 
memory. 
 Two studies illustrate the great importance of strategies, at least in working memory tasks 
that allow strategy use.  Cowan, Cartwright, Winterowd, and Sherk (1987) examined adults' 
serial order memory for lists of phonologically dissimilar spoken words, such as fish, hat, and 
spoon, as well as lists of phonologically similar words, such as bat, cat, and rat.  The 
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phonologically dissimilar words are recalled better from at least 4 years of age, but previous 
work showed that the magnitude of this phonological similarity effect increased markedly with 
age.  A simple explanation is that, as older children and adults learn to use covert verbal 
rehearsal, this improves their serial order memory for dissimilar lists but does little for the 
similar lists, which are easily confused with one another during the rehearsal process.  Verifying 
this theoretical account, Cowan et al. found that the pattern was changed in adults when they 
were required to whisper the alphabet while listening to the stimuli through headphones.  This 
task can be assumed to suppress covert verbal rehearsal.  The adults under articulatory 
suppression yielded results similar to 5-year-old children in both level and pattern. 
 A more elaborate study with a similar outcome was conducted by Cowan, Saults, & Morey, 
2006).  The question was how verbal-spatial associations are saved.  In a task administered to 
third- and sixth-grade children and adults, an array of 3 to 7 line-drawing "houses" was 
presented.  Then an equal number of names was presented, one at a time, with each name 
centered in a house and then disappearing, with 1-second presentations and 1 second inter-word 
intervals.  Then a probe word was presented centrally and the task was to use the mouse to drag 
it to the house in which it had appeared.  We considered that there are two ways to accomplish 
this task.  One way is to store the verbal-spatial associations; that kind of storage of abstract 
information may be attention-demanding, however (Baddeley, 2000; Cowan, 1999).  Another 
way would be to rehearse the list of names while, in parallel, retaining the visual path of houses 
assigned to those names.  After the probe name was presented, the two types of information 
would be used together.  For example, if the probe was the second name in the list, then the 
response is the second house in the spatial path.  Thus, by exploiting something like what 
Baddeley (1986) termed passive phonological and visuospatial buffers together, it might be 
possible to exert less effort in this task.   
 We examined this issue by constructing two versions of the verbal-spatial mapping task.  In 
a 1-to-1 version, each house was assigned to a single name.  In an alternative, uneven version, 
this was not the case.  At least one house was left empty, while at least one house was assigned 
to two, non-adjacent names in the list.  By making the spatial path confusing, this uneven 
condition discourages the parallel use of phonological and visuospatial stores (see Figure 9).  
The finding was that third-grade children showed a significant advantage for the uneven 
condition, the sixth-grade children showed no advantage at all, and the adults showed a 
significant advantage for the 1-to-1 condition.  This is to be expected if the third-grade children 
cannot rehearse and therefore must use the verbal-spatial associative process to retain the items; 
in the uneven condition, there are fewer houses per trial to remember.  The adults, who can 
rehearse, use the parallel method that is easier to carry out in the 1-to-1 condition.  Finally, the 
pattern of performance of adults who repeated the word the as an articulatory suppression task 
was nearly identical to that of third-grade children (see Figure 10).  Presumably, suppression 
knocked out rehearsal and what was left over was similar to the mental apparatus that the third-
grade children were able to bring to bear in this task.  This study illustrates that developing 
strategies comprise a very important aspect of working memory development.   
Development and Models of Working Memory  
 The developmental research we have reviewed seems to demonstrate change in multiple 
mechanisms, with no mechanism ruled out.  Still, it can help to distinguish between models of 
working memory, in at least two ways.  One way is by demonstrating developmental changes in 
memory stemming from a mechanism that should not be important according to the model.  For 
example, given that only some models include decay of working memory representations as a 
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function of time over a few seconds (see above), only those models can account for 
developmental differences in decay rates (e.g., Figure 4).  This seems particularly important 
given how difficult it has been to observe decay conclusively in standard adult procedures.  
Another way development can help is by demonstrating a mechanism more clearly in children 
than in adults, given that the mechanism may be obscured by the sophisticated strategies that 
adults use.  Thus, given that some models do not include a type of storage that cuts across 
specific domains, it would be hard for them to explain the pattern of results shown in Figure 10, 
by young children and by adults in a condition in which rehearsal is suppressed.  As discussed 
above, that pattern suggests that verbal-spatial associations are saved in working memory, but 
only when a serial rehearsal strategy is not possible (in young children) or is difficult to apply 
(when the spatial path is convoluted).  In all, the results of these studies seem consistent with the 
types of models offered by Baddeley (2000, 2001) and Cowan (1999, 2001), which allow for a 
general, cross-domain type of storage, more domain-specific interference mechanisms of storage 
(through either separate stores or separate types of interference effects), decay over time, and 
attention-demanding executive processes as possible sources of developmental change.  Yet, 
these conclusions are still tentative. 

Practical Implications 
 Research on the development of working memory, aside from clarifying a key part of 
normal cognitive development, may be helpful in education and medicine.  Klingberg et al. 
(2005) have suggested that training with working memory tasks can improve a child's 
performance and adjustment across a wide range of tasks, although we believe that this finding 
must be further explored.  Gathercole and Alloway (2004, 2005) have shown that poor classroom 
adjustment in children often is an effect of an undiscovered working memory deficit preventing 
the child from remembering and following instructions as well as carrying out assignments.  
Below, we provide further detail about some of the implications of working memory for 
cognitive impairments of childhood.  Notice how the models and mechanisms of working 
memory we have discussed selectively come into play in these disorders, providing guidance to 
research on the causes of, and treatments for, these disorders. 
Working memory and language disorders 
 There are strong links between short-term memory and language impairments. Tasks 
involving immediate recall of short sequences are among the best indicators of language deficits, 
such as specific language impairment (Gathercole & Baddeley, 1990). When asked to repeat 
nonwords such as ‘woogalamic’ and ‘blonterstapping,’ children with this impairment perform at 
a level two years behind their peers (Archibald & Gathercole, in press). The novelty of the 
phonological forms of nonwords prevents participants from using lexical knowledge to support 
recall as they could do in recalling words they know. As a result, this task appears to mimic how 
children learn vocabulary.  
 Some have suggested that, the greater the processing load in a task, the more children with 
language impairments will struggle. For example, Montgomery (2000) found that children with 
specific language impairment were more impaired on a condition in which they were to repeat a 
sequence of words in order of their physical size (e.g., hearing nut, head, cow, thumb and 
producing nut, thumb, head, cow), compared to simply recalling the words in any order. Yet, 
children with specific language impairment may perform at levels comparable to age-matched 
controls on visuospatial working memory measures (Archibald & Gathercole, in press). The 
working memory deficit in this group appears specific to the verbal domain. 
Working memory and reading 
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Reading disabilities include difficulties in word recognition, spelling, and reading 
comprehension. It has often been suggested that phonological short-term or working memory 
deficits cause reading disabilities.  The idea would be that it is difficult to read if one cannot 
remember the string of phonemes that result from sounding out the word.  Oddly, though, this 
hypothesis has not proved to be true.  Tasks that require memory of nonwords or short series of 
randomly arranged words have been used.  Children with reading disabilities do show problems 
on such tasks, but the phonological memory at one age does not seem to predict reading 
performance at an older age (Wagner et al., 1997; Wagner & Muse, in press).   

Other tasks also were examined in this sort of study, such as phonological awareness tasks 
in which the child must dissect a word into its parts, such as rhyming words or words with the 
same initial sounds, and the ability to name pictures rapidly.  In a five-year longitudinal study of 
several hundred children who were followed from kindergarten through fourth grade, the 
measures were correlated but a key difference between them was that, at three different time 
periods, only phonological awareness skills predicted individual differences in reading words 
(Wagner, Torgesen, & Rashotte, 1999).  The phonological awareness tasks probably require 
phonological memory, but they also require other skills that are essential for reading, such as 
letter-to-sound correspondences.  Indeed, illiterate adults cannot do these tasks well (Morais, 
Bertelson, Luz, & Alegria, 1986) because the sounds of speech are quite entangled acoustically 
and rudimentary reading skills are therefore needed to understand that each syllable can be 
further decomposed into its sounds.     

Complex working memory tasks that combine storage and processing are more predictive of 
reading.  Children with reading disabilities show significant and marked decrements on such 
tasks (Siegel & Ryan, 1989). In typically developing children, scores on working memory tasks 
predict reading achievement independently of measures of phonological short-term memory 
(e.g., Swanson, 2003) or phonological awareness (e.g., Swanson & Beebe-Frankenberger, 2004).  
This special contribution of complex working memory tasks has been explained as the result of 
limited capacity for processing and storage together in children with reading disabilities (De 
Jong, 1998). It may take considerable working memory capacity to keep in mind at once the 
relevant speech sounds and concepts necessary for successfully identifying words and 
comprehending text.   
Working memory and mathematics 

There is also a close relationship between mathematical skills and working memory but this 
is mediated by the age of the child as well as the task. Verbal working memory plays a strong 
role in math skills in 7-year olds (Bull & Scerif, 2001; Gathercole & Pickering, 2000) and is also 
a reliable indicator of mathematical disabilities in the first year of formal schooling (Gersten, 
Jordan, & Flojo, 2005). However, once children reach adolescence, working memory is no 
longer significantly linked to mathematical skills (e.g., Reuhkala, 2001). One explanation for this 
change is that verbal working memory plays a crucial role for basic arithmetic (both to learn 
arithmetic facts and to retain relevant data such as carried digits) but that as children get older 
other factors, such as number knowledge and strategies, play a greater role (e.g., Thevenot & 
Oakhill, 2005). Low working memory scores have been found to be closely related to poor 
computational skills (Bull & Scerif, 2001; Geary, Hoard, & Hamson, 1999) and poor 
performance on arithmetic word problems (Swanson & Sachse-Lee, 2001).  

Visuospatial memory is also closely linked with mathematical skills. It has been suggested 
that visuospatial memory functions as a mental blackboard, supporting number representation, 
such as place value and alignment in columns, in counting and arithmetic (D’Amico & Guarnera, 
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2005; Geary, 1990; McLean & Hitch, 1999). Specific associations have been found between 
visuospatial memory and encoding in problems presented visually (e.g., Logie et al. 1994), and 
in multi-digit operations (e.g., Heathcote, 1994). Visuospatial memory skills also uniquely 
predict performance in nonverbal problems, such as sums presented with blocks, in pre-school 
children (Rasmussen & Bisanz, 2005). In contrast, the role of verbal short-term memory is 
restricted to temporary number storage during mental calculation (Fürst & Hitch, 2000; Hechet, 
2002), rather than general mathematical skills (McLean & Hitch, 1999; Reuhkala, 2001). 

A key question regarding the relationship between working memory and learning disabilities 
is whether working memory is simply a proxy for IQ. There is evidence that working memory 
tasks measure something different from general intelligence tests (e.g., Cain, Oakhill, & Bryant, 
2004; Siegel, 1988). While IQ tests measure knowledge that the child has already learned, 
working memory tasks is a pure measure of a child's learning potential. Thus, working memory 
skills are able to predict a child’s performance in both literacy and numeracy, even after a child’s 
general abilities have been taken into account (Gathercole, Alloway, Willis & Adams, 2006; 
Nation, Adams,Bowyer-Crane, & Snowling, 1999; Stothard & Hulme, 1992; for a review see 
Swanson & Saez, 2003).  
Working memory and attention disorders 

Could working memory impairments be explained by attention problems? The standard 
manual of clinical psychology, DSM-IV, describes Attention Deficit and Hyperactivity Disorders 
(ADHD) as including three subtypes:  (1) hyperactive-impulsive behavior or ADHD-H, (2) 
inattention and distractibility or ADHD-I, and (3) a combination of these behaviors or ADHD-C. 
There is widespread agreement that individuals with ADHD-H have marked impairments in one 
particular aspect of central executive function, namely the ability to inhibit responses that have 
been overlearned, becoming what is known as prepotent (e.g., Barkley, 1997; Sonuga-Barker et 
al., 2002). An example is performance in the Stroop (1935) procedure, in which one must 
suppress a known color word in order to name the conflicting color of print in which it is written.  
Impairments of advanced executive functions such as organization and planning may be found in 
the later childhood years (Barkley, 2003; Brown, 2002). Crucially, though, children with ADHD-
H do not consistently show impairments in working memory. In an influential review, 
Pennington & Ozonoff (1996) concluded that there was no evidence of general working memory 
deficits in such children, a claim that has been borne out also in more recent studies (e.g., Adams 
& Snowling, 2001; Kerns et al., 2001; Ruckridge & Tannock, 2002). There is, however, 
evidence that ADHD groups including ADHD-I may be impaired on tasks involving memory for 
visual or spatial information (e.g., Geurts et al., 2004; Mehta, Goodyer, & Sahakian, 2004).  

Barkley (2003) has suggested that, in contrast to ADHD-H, pervasive working memory 
deficits are a hallmark of the other major subtype of ADHD, which include inattentivity and 
distractibility. Behaviors associated with working memory failures (such as having trouble 
remembering what s/he is doing) have been found to be significantly higher than normal in 
children with these subtypes of ADHD (Gioia et al., 2000). They also may be impaired in the 
coordination of dual tasks (Karetekin, 2004), which require both retention of information and 
executive function to coordinate the retained information.   

Is it possible that working memory deficits underlie inattentive behavior in ADHD? A recent 
observational study of children with very poor verbal working memory skills but otherwise 
normal cognitive profiles shed light on this question (Gathercole, Lamont & Alloway, 2006). 
The children’s behavior was observed during normal classroom activities.  The behavioral 
characteristics of this group appear to be very similar to those of children with ADHD-I. 
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However, three types of error were very common: forgetting complex instructions, failing to 
cope with tasks that impose significant processing and storage loads, and losing their place in 
complex tasks. Interestingly, the teachers failed to identify the children as having poor memory 
skills, attributing their poor classroom performance instead to either lack of attention or poor 
motivation.  There is not yet enough evidence to determine whether children diagnosed with 
inattentivity and those with impairments of verbal working memory represent a single group or 
separate groups. Based on the available data we speculate that the ADHD-I and memory-
impaired groups both have deficits of verbal working memory, whereas children with ADHD-H 
are deficient in inhibitory processing and, possibly, planning and visuospatial  working memory, 
but not in verbal working memory. More work is needed on the group with combined symptoms, 
ADHD-C. 
 We have shown that children with various deficits learning and cognitive performance show 
different types of working memory impairment; they can be impaired on verbal retention, spatial 
retention, and/or executive function, mirroring three main parts of the working memory model of 
Baddeley (1986).  However, the evidence on children with working memory impairment is not 
yet sufficient to indicate which theoretical model of working memory is correct.  In the model of 
Cowan (1988, 1999), for example, the activated portions of long-term memory are allowed to be 
divisible into different modalities and codes.  Such divisions include, but are not necessarily 
limited to, the division between verbal and visuospatial information (cf. Alloway, Gathercole, & 
Pickering, 2006) .  Theoretically, for example, it might be possible to find an individual with an 
inability to retain the spatial arrangement of sounds.  It seems likely that there are also deficits 
related to other aspects of working memory, including improper functioning of the focus of 
attention (Cowan, 1988, 2005) or episodic buffer (Baddeley, 2000, 2001), which may result in 
abnormal development in the ability to retain associations between features of an object (e.g., 
Cowan, Naveh-Benjamin, Kilb, &  Saults, in press).  It is not clear if the latter deficits are part of 
ADHD.  Developmental deficits in specific mechanisms such as decay, speed, and chunk 
capacity warrant further research.      

Concluding Observations 
 Working memory is central to all of cognition.  It is definite that working memory improves 
with age in childhood but that is not a very specific statement.  We have considered possible 
developmental changes in decay, speed, chunk capacity, control of attention, knowledge, and 
mnemonic strategies.  It remains to be determined whether the number of causal concepts can be 
reduced in further work; perhaps, for example, age differences in speed are a result, rather than a 
cause, of age difference in capacity.  Strategic change is probably the strongest example of 
developmental change, reflecting an actual qualitative change in the nature of mnemonic 
processing rather than just a quantitative change.  Still, we do not yet know if that type of change 
is the most fundamental or results from sufficient resources to allow the strategy to be carried 
out, as a neoPiagetian approach might suggest.  It is clear that working memory is important not 
only theoretically, for an understanding of the development of the mind; but also for the practical 
understanding of developmental and educational disorders.  When we understand what is 
fundamental in working memory, we will better understand how to treat the disorders, too. 
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Figure Captions 
*need permission 

 
*Figure 1.  Three conceptual, behavioral models of working memory.  From Cowan (2005), 

Working memory capacity.  New York:  Psychology Press (p. 18, Figure 1.2) 
 
*Figure 2. The relation between speech rate and memory span in 4-year-old and 8-year-old 

children.  From Cowan, N., Keller, T., Hulme, C., Roodenrys, S., McDougall, S., & Rack, J. 
(1994).  Verbal memory span in children:  Speech timing clues to the mechanisms 
underlying age and word length effects.  Journal of Memory and Language, 33, 234-250. (p. 
240, Figure 1)   

 
*Figure 3.  Span and post-span (ability-adjusted) trials within three phases of an experiment in 

which one of two groups of children received instructions to speak quickly in Phase 2.  Top 
panels show speech rates and bottom panels show memory scores.  From Cowan et al. 2006, 
Psych Science speed and span (simplify)  Cowan, N., Elliott, E.M., Saults, J.S., Nugent, 
L.D., Bomb, P., & Hismjatullina, A. (2006).  Rethinking speed theories of cognitive 
development:  Increasing the rate of recall without affecting accuracy.  Psychological 
Science, 17, 67-73.  (p. 70, Figure 2) 

 
*Figure 4.  In three age groups, decay of memory in the final serial position of lists unattended 

during their presentation.  The lists were adjusted based on span for attended lists and no 
decay differences were found elsewhere in the lists.  From Cowan, N., Nugent, L.D., Elliott, 
E.M., & Saults, J.S. (2000).  Persistence of memory for ignored lists of digits:  Areas of 
developmental constancy and change.  Journal of Experimental Child Psychology, 76, 151-
172.  (p. 164, Figure 3, top panel) 

 
*Figure 5.  Memory for speech that was attended (dashed lines) or ignored (solid lines) during its 

presentation, for three age groups.  From Cowan, N., Elliott, E.M., Saults, J.S., Morey, C.C., 
Mattox, S., Hismjatullina, A., & Conway, A.R.A. (2005).  On the capacity of attention:  Its 
estimation and its role in working memory and cognitive aptitudes.  Cognitive Psychology, 
51, 42-100.  (p. 55, Figure 1) 

 
*Figure 6.  Modified versions of three complex span tasks:  the counting span (Case et al., 1982), 

sentence span (Daneman & Carpenter, 1980), and operation span (Turner & Engle, 1989) 
tasks.  Note that Engle and colleagues have promoted a version in which the item to be 
recalled is a word presented after each processing episode that did not come from it.   

 
*Figure 7.  Mean response durations for three working memory tasks in three age groups.  From 

Cowan, N., Towse, J.N., Hamilton, Z., Saults, J.S., Elliott, E.M., Lacey, J.F., Moreno, M.V., 
& Hitch, G.J. (2003).  Children’s working-memory processes:  A response-timing analysis.  
Journal of Experimental Psychology:  General, 132, 113-132.  (p. 124, Figure 3) 

 
*Figure 8.  The relation between the rate of speech and memory span for words and nonwords. 

From Hulme, C., Maughan, S., & Brown, G.D.A. (1991).  Memory for familiar and 
unfamiliar words:  Evidence for a long-term memory contribution to short-term memory 
span.  Journal of Memory & Language, 30, 685-701.   (p. 690, Figure 1) 



 30

  
Figure 9.  An illustration of the two presentation conditions of Cowan, Saults, & Morey (2006). 

Each number represents the serial order of a name presented within the location shown by a 
stylized house.  There could be 3 to 7 items per trial and there always was the same number 
of names and locations.  In the uneven condition (bottom panel), at least one location was 
used twice, decreasing the number of locations used but adding to the spatial path recursion, 
and therefore confusion.  The 1-to-1 condition produced better performance in adults with 
no dual task; the uneven condition produced better performance in third-grade children, and 
also in adults carrying out articulatory suppression during the task.   

 
*Figure 10.   Pattern of performance on 1-to-1 trials and on uneven trials for which 1 versus 2 

names were assigned to the house that serves as the correct answer.  Adults with articulatory 
suppression perform almost exactly like third-grade children.  From Cowan, N., Saults, J.S., 
& Morey, C.C. (2006).  Development of working memory for verbal-spatial associations.  
Journal of Memory and Language, 55, 274-289.  (p. 282, Figure 3).   
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