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Abstract
We review the evidence for various kinds of limit in the capability of working

memory, the small amount of information that can be held in mind at once.

To distinguish between types of limit in working memory, we invoke meta-

phors of space (capacity), time (decay and speed), and energy (control of

attention). The review focuses primarily on recent evidence on a limit in how

many chunks can be held in working memory, how this kind of limit can

be measured, and how it can be distinguished from other types of limits.

We explore the theoretical and practical importance of diVerent working

memory limits in research that is nomothetic (referring to general laws) and

ideographic (referring to individual and group diVerences). The appropriate

measure of working memory depends on one’s holistic or analytic scientific

interest. � 2008, Elsevier Inc.
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I. Key Theoretical Issues
A. INTRODUCTION
Cognitive psychology casts a spotlight on both what people can do and what

they cannot do. A person often can keep thinking about an important goal

for some time, as when a driver knows he or she must watch for the second

right turn. However, the driver can do so only by forfeiting other processing,

such as complex conversation with a passenger. Watching a soccer game,

a viewer can observe several players on the field at once but often will

experience surprising (to the viewer) lapses in awareness of what is going

on elsewhere on the field or in the stadium at that moment.

In describing the miracle of what humans can do, one inevitably is des-

cribing also the limits to what they can do. Although various animals

including humans can visually scan an entire field or forest at once looking

for predators or prey, humans excel at sequestering a small portion of the

information to allow amazingly in‐depth analysis of the selected portion.

This is what the research literature shows. Miller (1956) wrote his famous

article about humans typically being limited to remembering about seven

items at once and, shortly afterward, Miller, Galanter, & Pribram (1960)

wrote about how this limited memory may act as a ‘‘working memory’’ to

keep in mind goals and other information that one needs to complete a task.

In the present book series, Baddeley and Hitch (1974) wrote a seminal article

on working memory suggesting that it must be composed of several parts

that operate separately. Since then, research on the topic of working memory

certainly has blossomed, both in the form of behavioral research on the topic

and, especially recently, in the form of related neurobiological research. In

our chapter, we focus on working memory capacity limits, with special

attention on item limits like Miller (1956). To keep things simple we will

not go into the various other terms that are used for similar concepts of a

temporary memory, including short‐term memory and immediate memory.

These terms will be used interchangeably with working memory.

The topic of working memory limits is quite broad, considering that

working memory is involved in almost every cognitive task and often sets

boundaries for the performance of that task. For example, one cannot

successfully complete arithmetic problems without some working memory

of intermediate results and what types of calculation are still to be done.

Probably for this kind of reason, researchers have approached the topic of

working memory limits from a number of diVerent theoretical vantage

points. It is important to acknowledge these vantage points in order to

avoid being stuck thinking that diVerent investigators disagree on substan-

tive points when, in many cases, they simply are interested in diVerent issues.
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Three issues that we introduce below refer to the type of working memory

limits, the goal in studying these limits, and the level of analysis at which

the limits are studied. We explain where our own recent research fits into this

family of questions and what it is telling us.

The main emphasis of the present review is on the possibility of quanti-

fying and characterizing limits in the number of chunks of information

that individuals can retain in working memory at once, the theoretical and

practical significance of this chunk capacity limit, and how it can be distin-

guished from other types of limits on working memory. We do not go into

great detail regarding the specifics of diVerent theoretical frameworks but we

do have much in common with theorists who, in various ways, have empha-

sized a key role of attention in understanding the strengths and limits of both

working memory storage and information processing (e.g., Awh & Jonides,

2001; Baddeley, 2000; Cowan, 1995, 1999, 2001; Davelaar, Goshen-Gottstein,

Ashkenazi, Haarman, & Usher, 2005; Grossberg, 1978; Lovett, Reder, &

Lebière, 1999; Unsworth & Engle, 2007).
B. DIFFERENT TYPES OF WORKING MEMORY LIMITS
After Salthouse (1985; also Kail & Salthouse, 1994), we point to an analogy

between limits in working memory and limits in physical events, which occur

within a certain time and space and involve a certain amount of energy.

Working memory representations might be limited in time; they could fade

quickly over time even in the absence of any sort of interference. Alterna-

tively, working memory representations might last over time, but only until

they are displaced by other representations that become active because of

outside events or internal thoughts. The notion (Miller, 1956) that only a

certain number of items can be held at once is like a space limit in which, say,

only a certain number of eggs can fit in an egg carton. This is what wewill term

chunk capacity limits. The third possibility is that there is an energy limit, in

which electrophysiological activity is in some not‐quite‐defined sense a type of
energy. If the representation of each item required a certain amount of this

neural energy per unit of time and other mental processes did as well, then any

given representation would face competition from other representations in

workingmemory or othermental processing that used the energy. This type of

limit is often referred to as resource limits. This tripartite taxonomy is not

meant as an assertion that no other factors can influence the fate of a

representation in working memory. For one thing, multiple limits may

apply (e.g., both space and energy). Moreover, there are additional factors.

For example, the ability to use knowledge to form larger chunks of informa-

tion eases the load on working memory (Miller, 1956). Thus, the letter

sequence irsciafbi is much easier to remember in working memory if one
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notices that it is composed of three‐letter acronyms for US government

agencies, the Internal Revenue Service, the Central Intelligence Agency, and

the Federal Bureau of Investigation. The present chapter is focused on iden-

tifying space or chunk capacity limits, and attempting to specify the relation

between these types of limits and possible limits in time and energy.
C. NOMOTHETIC AND IDEOGRAPHIC QUESTIONS
Nomothetic questions relate to how a process normally or typically operates,

whereas ideographic questions relate to how individuals (or groups) diVer
from this norm. Both of them are important and have played an important

role in research on working memory. Perhaps most importantly, they should

not be confused with one another.

Much of the early research on working memory was nomothetic in nature.

Miller (1956) noted that the normal working memory limit was about seven

items (give or take two) but he did not have much information on ideo-

graphic patterns. A large literature grew up following Baddeley and Hitch

(1974) in which various manipulations were used to isolate components

of working memory in the normal individual (Baddeley, 1986; Cowan, 2005;

Gathercole & Baddeley, 1993; Logie & Gilhooly, 1998; Shah & Miyake,

2005). For instance, a phonological distracting task would interfere with

verbal memory, but not spatial memory, whereas a spatial interfering task

would do the reverse. A simple distracting task, such as repeating one letter

would interfere with automatically held verbal memory, whereas only a more

complex and engaging task, such as generating random numbers, would

interfere with the central executive processes thought to be needed to control

the flow of information from one memory store to another (Baddeley, 1996).

There also were ideographic approaches early on. The invention of the digit

span task, inwhich the experimenter estimates howmany digits the subject can

repeat, was developed to help determine the maturational age equivalent of a

particular child (e.g., Binet & Simon, 1916/1980; Bolton, 1892; Jacobs, 1887;

Wechsler, 1944, 1991). That is, clearly the normal digit span increasedwith age

in childhood and the question was the age norm that matched performance in

a particular child. However, information carried over from nomothetic exper-

imental methods can be of great help in solving ideographic questions. For

example, the testing techniques developed by Alan Baddeley and colleagues

have been used in many studies by Susan Gathercole and colleagues to study

how diVerent components of working memory change with age and how

individual diVerences in each component are related to learning disabilities

(for a review, see Baddeley, Gathercole, & Papagno, 1998).

It has also been tried in the other direction: ideographic diVerences have
been used to try to help identify nomothetic principles. A good example is
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a study by Baddeley andWarrington (1970) on memory in amnesia. Informal

study of amnesic individuals showed that they had great diYculty learning

new information but still could interact rather normally (according to casual

observation, at least) so that it seemed likely that they had preserved short‐
term memory. Baddeley and Warrington used an experimental method on

amnesic individuals to verify that the typically nomothetic use of this same

method provided separate measures of short‐ and long‐term memory.

In particular, it had been theorized that, in free recall, the most recent list

items include a strong contribution of short‐term memory, whereas earlier

portions of the list are recalled based on long‐term memory. Strongly support-

ing this division between short‐ and long‐term memory and the measures of

them in free recall, amnesic individuals were deficient in recall of earlier

portions of the list but not in the last few list items. In more recent work,

Engle and colleagues have shown that individuals with relatively low working

memory span scores tend to be deficient in the control of attention compared

to high‐span individuals. They also have shown that high‐span individuals

with distraction perform similarly to low‐span individuals without distraction

(Kane & Engle, 2000; Rosen & Engle, 1997), and they have used that informa-

tion to suggest that a key component of the normal operation of working

memory is, in fact, the control of attention.

The use of ideographic diVerences to help identify nomothetic principles

works fine to a point, but there are limits to its application. First, it is sometimes

found that not all sources of individual diVerences converge on the same

mechanisms. For example, Cowan et al. (1998) found that the eVects of age
on the timing of digit span recall were completely diVerent from the eVects of
individual diVerences within an age group. If diVerent sources of ideographic
information yield diVerent interpretations then one cannot tell which of them

reveals themost important aspect of normal functioning. For example, accord-

ing to one study on rapidly perceiving several items at once, or subitizing, there

is no important individual diVerence in the number of items that can be held in

working memory at once, in contrast to the pronounced individual diVerences
in the control of attention (Tuholski, Engle, & Baylis, 2001). From this, one

might reason that thinking of working memory as a capability of holding a

certain number of items is the ‘‘wrong way’’ to think about working memory.

However, other ideographic sources challenge this conclusion. In Section III.D,

we describe a study by Basak and Verhaeghen (2003) that shows the subitizing

range to change with adult aging, in contrast to the finding of Tuholski

et al. (2001) in the examination of individual diVerences in young adults.

Some studies have, indeed, used age diVerences in the holding capacity of

working memory to explain developmental diVerences in cognition (Andrews

&Halford, 2002; Pascual-Leone, 1970, 2005). In Section III.E, wewill illustrate

the importance of capacity with a procedure by Gold et al. (2006) that shows
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how space and energy constraints on working memory can be sepa-

rated, strongly supporting space (i.e., chunk capacity) diVerences between

normal and schizophrenic individuals; andwewill examine a number of related

examples.

A second limit to the research strategy of using ideographic information to

discern nomothetic principles is that the latter can be theoretically important

even without producing individual diVerences. To draw an analogy, most

individuals do not diVer in how many limbs they have (4), but the number of

limbs is an important aspect of human physiology. The number of items

retained in working memory at once is less visible than the number of limbs,

but it similarly would be important even if it did not diVer among individuals.

Knowing that humans can retain 3 or 4 separate pieces of information at

once, or can form 3 or 4 relations at once, allows many predictions about task

performance that would not be possible otherwise (e.g., Halford, Baker,

McCredden, & Bain, 2005; Halford, Cowan, & Andrews, 2007).

A key, capacity‐limited part of workingmemorymay comprise the contents

of the focus of attention (Cowan, 2001). If so, it is not yet clear whether

attention contents and attention control depend on separate mechanisms or a

commonmechanism.Here again, though, the ideographic information can be

over‐interpreted. Suppose it were found that there is a very high correlation

between the control of attention and the holding capacity of working memo-

ry. Then it might be concluded that both of them stem from a single mecha-

nism. For example, it might be that holding capacity depends on the ability

to filter out extraneous, irrelevant items (Hasher & Zacks, 1988; Vogel,

McCollough, & Machizawa, 2005). However, it would be going beyond the

evidence to conclude from that that the control of attention and the holding

capacity are not separate mechanisms, each with its own nomothetic impor-

tance. By analogy, the correlation of individuals’ arm and leg length is rather

high, but still one would not conclude that the arms and legs are indistinguish-

able. Arms and legs are independently important for overall active motor

function, even if they strongly covary. As another example, having two eyes is

important even though individuals do not vary in the number of eyes. Thus,

one cannot use the ideographic uniformity of a component to rule out the

nomothetic importance of that component. Thus, a particular measure of

holding capacity would be nomothetically important even if it did not vary

among individuals or age groups.

In our laboratory we have taken an approach that embraces both

nomothetic and ideographic evidence, allowing cross‐fertilization between

the two while staying mindful that both approaches are meaningful in their

own right.Wewill present our thoughts and our evidence onworkingmemory

limits that could be classified as space limits (i.e., chunk capacity limits),

energy limits (i.e., the limits of total complexity and of attention control),
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and time limits (i.e., temporal decay of memory). These thoughts are tentative

as the understanding of working memory limits is still evolving. Yet, we

believe that considerable progress is being made by ourselves and others.
D. HOLISTIC AND ANALYTIC APPROACHES
There are diVerent attitudes toward research in psychology that one can term

holistic and analytic. The holistic approach may be clearest to those interested

in practical applications but they won’t get far without including an analytic

approach as well, in our opinion. Let us suppose that working memory is

composed of multiple processes and components operating together, as

Baddeley and Hitch (1974) assumed. (For now, it does not matter whether

the components are just as Baddeley and Hitch thought.) Then a holistic

approach is one in which we ask what is the combined eVect of all components

on working memory. In contrast, an analytic approach is one in which we ask

what is the eVect of each component. The components would have to be

experimentally isolated to answer that question. If one adopts a holistic

approach, it is not clear if good evidence could be found for time, space, or

energy limits in working memory. That is because the components might

operate diVerently and compensate for one another’s weaknesses. If one sort

of memory representation is lost as a function of time (i.e., decays), another

working memory function might serve to counteract decay so that one cannot

see it. A classic example is the use of covert verbal rehearsal to refresh

representations that presumably would decay if they were not refreshed

(Baddeley, 1986). If one sort of memory representation has a space limitation,

another sort may have no such limitation so that the combined eVect is to

obscure the limit. If there is an energy limit, some strategies might have the

eVect of overcoming that limit too. So, as we will see, steps must be taken to

examine each component in isolation. For example, assuming that one cannot

rehearse memoranda while repeating a diVerent word, it is possible to see

whether memory is lost as a function of time during that repetition (Baddeley,

1986). (It turns out that the question of whether one can see decay in such a

circumstance is still not satisfactorily resolved.) The issue of holistic and

analytic approaches is a complex one to be revisited in Section IV.
II. Space (Chunk Capacity) Limits
A. A BRIEF HISTORY OF THE CAPACITY CONCEPT
We refer the reader to Cowan (2005) for a more thorough exposition of the

history of the capacity concept. Miller (1956) set the world on fire with his

thorough demonstration that there are some real limits on how long a series
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of random items, such as words or digits, can be before people are unable to

repeat the series (about 7 items). In the same paper, he demonstrated some

similar limits on how many simple items, such as tones of diVerent frequen-
cies, can be included in an absolute identification test before people are

unable to identify individual items (about 7 items), and how many items

can be included in a set to be rapidly enumerated before it becomes necessary

to count them one by one (about 7 items, he thought; actually it is closer to

4 items as in the subsequent literature reviewed by Cowan, 2005). Without

making a strong theoretical claim, Miller provided evidence that inspired

many researchers to imagine that there might be a very general mental

resource with an easily quantifiable limit, and that the limit might be used

to predict what materials are easily perceived, understood, or remembered,

and what materials are so processed only with diYculty. Shortly after-

ward, when Broadbent (1958) published his famous book on information

processing, it included a simple processing model in which information was

dealt with in an eVective manner only if it went through a limited‐capacity
system. It was natural to suppose that the limits such as those that Miller

pointed out applied to the limited‐capacity system that Broadbent proposed.

A good metaphor for the limited‐capacity processor therefore seemed to be a

box that can hold only a certain, limited number of items of particular type

because of its limited internal space (like an egg carton). That metaphor was

advanced further by Atkinson and ShiVrin (1968), who reported in their

book chapter some sophisticated empirical and modeling work related to

storage capacity limits. Miller et al. (1960) discussed how this limited‐
capacity system for storing information temporarily was essential to keep

in mind goals as one plans and carries out activities, and thus referred to it as

working memory.

The storage limit per se was not the main contribution of Miller (1956).

A more critical contribution was his noticing what type of measure one had

to use to observe near‐constant capacity. In the zeitgeist of that time, when

general‐purpose computers had recently been invented, it had been assumed

that communicating devices impart information that is to be measured in

terms of the number of choices that could have been made, called binary

digits, or bits. Within a string of digits in which each one ranges from 0 to 9,

there are 10 choices, which require between 3 and 4 binary decisions. (For

example, one could often, though not always, guess a digit after only three

yes‐or‐no questions. One could ask, is the digit less than 6? If so, is it less

than 3? If not, is it less than 5? If so, it must be either 3 or 4. N binary

decisions, reflecting N bits, allow perfect selection from 2N choices, and there

are ways to calculate the bit size of any number of choices, many of which

require fractions.) By this metric, it should be much easier to recall digits,

which come from a set of 10, than words, which come from a set of many
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thousands. Yet, Miller saw that people remember almost as many words as

digits. For reasons like this, he proposed that the limit in capacity was to be

measured not in bits, but in whatever units are psychologically meaningful,

which he called chunks. He also explained how the process of chunk forma-

tion, or chunking, could be used to reduce the load on memory. A good

example is the invention of the name ROY G. BIV to encode easily the seven

colors of the rainbow: red, orange, yellow, green, blue, indigo, and violet.

From this point on, though, the situation became more complicated.

A chapter by Baddeley and Hitch (1974) in this book series provided reasons

why a single, general capacity‐limited faculty would not suYce to account for

the various evidences. Interference with verbal materials comes from other

verbal materials and interference with nonverbal, spatial, or visual materials

comes from other such materials, leading to the suggestion that there are

separate verbal and visual/spatial types of active memory representations.

Baddeley and Hitch allowed that there could be a central type of memory

representation also, but Baddeley removed it from later versions of his model

(e.g., Baddeley, 1986) and restored it only recently with the inclusion of the

episodic buVer (Baddeley, 2000, 2001). Baddeley and Hitch also reframed the

issue of temporary memory by emphasizing that it was essential in various

types of higher‐level cognition such as reasoning, and thus referred to the

ensemble as working memory. In the model that evolved (e.g., Baddeley,

1986), working memory included low‐level phonological and visual–spatial

stores with a short time limit, managed by central executive processes.

Broadbent (1975) also recognized the contribution to working memory of

processes other than a central, capacity‐limited store, which, for example,

could include the formation of multi‐item chunks on line, other types of rapid

memorization, and contributions of rehearsal. He therefore suggested that

Miller’s (1956) ‘‘magical number seven’’ was the result of an ensemble of

processes, one of which is a central, capacity‐limited store of not seven items,

but three. One could observe it in certain restricted circumstances: when one

looks at the number of items that can be repeated not half the time, but

almost always without error, and when one looks at how many items are

recalled from a category in long‐term memory in a single, rapid burst. For

example, a person trying to recall aloud as many countries as possible tends

to recall them in small bursts such as Venezuela–Brazil–Columbia, United

States–Canada–Mexico, and England–France.

Cowan (2001) elaborated upon Broadbent’s (1975) approach by docu-

menting many more situations in which it seemed unlikely that multi‐item
chunks could be formed and seemed likely that each presented item was a

single chunk. In such situations, participants appear able to retain and

recollect 3 to 5 items in immediate memory tests. Examples include many

studies in which a random list of familiar words was presented acoustically,
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so that each word would be fully encoded into a single unit, and the partici-

pant was to carry out articulatory suppression (repetition of a single word

over and over during the presentation of the list, in this case not loudly

enough to prevent this encoding), so that verbal rehearsal could not be used

to refresh the word representations or link words together to form higher‐
level chunks. In other examples, verbal lists were presented in an unattended

channel within a selective attention task, or simple visual objects were pre-

sented all at once, both of which discourage rehearsal and chunking. A wide

variety of procedures seemed to converge on an estimate of 3–5 familiar units

that could be retained at the same time without further chunking.

What the approach of Broadbent (1975) and Cowan (2001) illustrates is an

analytic view of working memory capacity limits, in contrast with the more

holistic view of Miller (1956). They are not making the assertion that one can

find this limit in every immediate memory task. Rather, the assertion is that if

one analyzes tasks, one finds multiple mechanisms and one can isolate and

thereby identify a mechanism that can hold just a few chunks at a time.

Cowan (2001, 2005) suggested that the chunk‐capacity‐limited mechanism of

working memory is the focus of attention. Oberauer (2002, 2005) took a

similar view but suggested that there is a focus of attention that holds only

1 item and a fringe that holds the 3–5 items suggested by Cowan (2001).

Cowan (2005) alternatively suggested that his evidence could be explained if

there is a larger focus of attention that holds 3–5 chunks, but with some

chunks at a higher priority than others. The resources of the focus of

attention presumably must be divided among chunks, but cannot be divided

among more than a handful of these chunks (with a range possibly spreading

between 2 and 6 chunks in normal adults).

One special use of the focus of attention would be to form new chunks,

which would require that the items to be associated or bound together be in

the focus of attention at the same time. Thus, there would be a processing

limit but any amount can, in principle, be remembered if enough time is

taken to form higher‐level chunks. An expert at forming chunks from a

certain type of material can increase working memory substantially; several

individuals have learned to increase their digit spans from the normal value

of about 7 items to 80 or more (Ericsson, Chase, & Faloon, 1980). This

acquired skill did not generalize to other materials such as letters. We assume

that the fundamental capacities remain the same but that the size of chunks

that mnemonists recall has increased enormously for the types of materials

used in training (see also Ericsson, Delaney, Weaver, & Mahadevan, 2004).

In sum, holistically people typically can remember about 7 items but the

value varies a great deal according to circumstances and training. Analyti-

cally, we believe that we can find evidence of a capacity limit of about 3 to

5 chunks, but probably with considerable individual variation (which we will
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discuss later). Other memory processes typically cloud the observation of a

chunk capacity limit.

Instead of repeating in more detail the evidence from Cowan (2001) on

the capacity limit as observed when the formation of multi‐item chunks is

prevented, below we search for various means of examining and control-

ling the chunking process and other processes that may cloud our observ-

ation of capacity limits. The basic hypothesis under investigation is that

the same fundamental chunk capacity limit will hold in these more complex

circumstances.
B. FURTHER EVIDENCE OF VERBAL CHUNK CAPACITY LIMITS
Various attempts were made following Miller (1956) to determine how many

chunks have been formed (e.g., Glanzer & Razel, 1974; Marmurek & Johnson,

1978; Slak, 1970; Tulving & Patkau, 1962). In what appears to be the first and

perhaps the most relevant of these, Tulving and Patkau (1962) presented word

lists following sequences with seven levels of approximation to English, for

immediate free recall (i.e., with no constraint on the order in which the words

should be recalled). The levels of approximation were formed by varying the

number of words in a row that were syntactically and semantically reasonable

according to participants who read them. For example, in one level, partici-

pants received two words that already had been judged to go together (e.g.,

man thought) and had to add a third word (e.g., that) whereas another partici-

pant was then to continue the process (e.g., thought that ___, which might be

filled in with way, leading to the total sequence man thought that way ___, and

so on). These associations could be used to lessen the load on working memory

through the meaningful constraints of language. A medium‐low level of ap-

proximation could be a sequence like,Man thought that way we go home now or

never think badly of him and us as. Notice that although short subseries of

words go together, the entire sentence is nonsensical and syntactically incor-

rect. The results from immediate recall of series with various levels of approxi-

mation to English were all scored according to a simple assumption of what

forms a chunk. The assumption was that words within a chunk would be

recalled in immediate sequence, whereas there would be no sequential succes-

sion for words recalled from diVerent chunks. In the hypothetical example

above, if the participant’s recall protocol was we go home never think badly

thought that as it would thus be scored as including four of what were called

adopted chunks: we go home, never think badly, thought that, and as. It was

found that, in every condition, participants recalled about 4–6 adopted chunks

of information. The increasing levels of approximation to English simply

resulted in larger chunks being recalled, not more chunks. This is what
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would be expected if there is a basic chunk limit but the size of chunks depends

on the participant’s knowledge of the materials.

The interpretation of Tulving and Patkau (1962) is similar to that of

Ericsson et al. (1980, 2004) based on participants who learn to repeat long

sequences of digits by forming large chunks, starting with multi‐digit values
they already knew as sports enthusiasts (e.g., 3:59, Roger Bannister’s record

when he broke the 4‐min mile). In the latter case, it also was possible to learn

to organize several chunks into higher‐order chunks. Still, a basic capacity of
just several chunks could be assumed.

Baddeley, Thomson, and Buchanan (1975) set oV a firestorm that seemed

to go against this finding that there is a fixed chunk capacity limit. They

showed that, under some circumstances at least, a list of short (e.g., mono-

syllabic) words was recalled better than a list of the same number of longer

(e.g., polysyllabic) words. They also found that an individual’s recall was

equal to the number of items that he or she could pronounce in about 2 s. This

led to a theory that the limit in memory was not the number of chunks, but the

amount of time for which the materials had to be remembered. The theory

was that items were refreshed by rehearsal in a repeating loop (the phonologi-

cal loop in the model of Baddeley, 1986). If a given item was not refreshed in

about 2 s, it was lost from the working memory representation through

temporal decay. These data were obtained using a procedure in which the

task was serial recall (recall of the list items in order), the results were scored

correct only for items recalled in the correct serial positions, and items were

drawn from a small set used over and over throughout the experiment.

We will return to this word length eVect of Baddeley and colleagues in

the section on time limits. For now, what is notable is that the rehearsal

strategy and scoring methods that yield this pattern of results is rather

specific. If the materials are so long that using a repeating rehearsal method

is impractical, or if free recall is used, participants seem less likely to apply

a rehearsal strategy. Glanzer and Razel (1974) presented lists of 15 known

proverbs for free recall. In that circumstance, one can see from a figure

in their article, by adding the proportions across serial positions, that

about 5.5 proverbs were recalled. Glanzer and Razel oVered a smaller

number of 2.2 by including only items recalled well because of their

placement at the end of the list, assuming only those items to be part of

a short‐term store. Another way to look at the situation, however, is that

most items have to be encoded in a form that allows them to be resistant to

interference from subsequent items or from the process of recall. The last

few items can be recalled immediately, in which case they are not susce-

ptible to that interference and do not have to be encoded into working

memory as thoroughly. (Recall might occur, e.g., from sensory memory.)

If one replaces the scores in the recent positions with scores more like those
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throughout the rest of the list (with a recall probability of about .25 per

item) then the total number of proverbs recalled (a summation of propor-

tions correct across serial positions) would be about 4. By this alternative

analysis, this number may approximate the number of chunks that can be

well‐encoded into working memory at the same time.

In our recent work (Chen & Cowan, 2005; Cowan, Chen, & Rouder, 2004),

we have made several attempts to refine the methods used in the past to assess

the capacity limit of working memory using verbal lists. We are no longer

sure that our newer methods were successful, although they did yield impor-

tant clues. Cowan et al. (2004) had participants recall on each trial, in order,

the items in a list of 8 one‐syllable, common words. Words in a list were

always presented in pairs on the computer screen during a serial recall trial.

Prior to this serial recall test, though, participants had studied the pairing of

words to be used in most of the lists. Each word pairing was studied 0, 1, 2, or

4 times and these words were then used as the stimuli within lists in 0‐pairing,
1‐pairing, 2‐pairing, and 4‐pairing conditions, respectively. To equalize the

number of prior presentations of the words themselves, along with the

pre‐exposure to pairs, the words also were presented as singletons 4, 3, 2,

or 0 times in the 0‐, through 4‐pairing conditions, respectively, for a total of

four presentations of each word (in the form of a singleton or a pair member

or both) before the recall test. There were also lists in the recall phase of the

experiment that were composed of nonstudied words.

This design yields predictions that appear to pit the phonological loop

account against the capacity‐limited account. A list of 8 singletons has as

much speech material as a list of 4 learned pairs, but the latter has fewer

chunks, with the number of chunks decreasing as the increasing number of pair

exposures leads to a larger average size of chunks. In scoring the results, we

allowed two types of chunks: (1) two‐word chunks, comprising pairs of words

that were presented together within a list and were recalled with the two words

in immediate succession in the presented order, and (2) one‐word chunks,

comprising any other word recalled. A mathematical model took into account

the possibility that two words could look like a single, two‐word chunk in

recall but actually could have been recalled as two separate one‐word
chunks; but that rarely happened according to the model. (The expected rate

of that, based on such factors as the combination of first‐word‐only and

second‐word‐only recall rates, was very low.)

The key results of this study can be observed in the top part of Table I.

In contrast to the phonological loop hypothesis, the number of words

recalled increased markedly with the number of word pairings. (Note that a

result more consistent with a phonological loop hypothesis was obtained if

the results were scored strictly according to serial position, as in Baddeley

et al., 1975.) In keeping with a chunk capacity limit hypothesis, the total



TABLE I

WORDS RECALLED AND ONE ESTIMATE OF CHUNKS RECALLED IN FREE

AND SERIAL RECALL

Experiment Condition

Words

per list

Words

in free

recall

Words

in serial

recall

1‐ and 2‐item
chunks in free

recall

1‐ and 2‐item
chunks in

serial recall

Cowan

et al.

(2004)

Nonstudied

(¼8n)

8 – 4.64 – 2.83

Cowan

et al.

(2004)

0‐paired
(¼8s)

8 – 4.88 – 3.33

Cowan

et al.

(2004)

1‐paired 8 – 5.50 – 3.38

Cowan

et al.

(2004)

2‐paired 8 – 5.69 – 3.48

Cowan

et al.

(2004)

4‐paired 8 – 6.54 – 3.50

Chen and

Cowan

(2005)

4n 4 3.45 3.75 1.88 1.97

Chen and

Cowan

(2005)

4s 4 3.73 3.88 2.03 2.09

Chen and

Cowan

(2005)

6n 6 4.36 4.34 2.67 2.72

Chen and

Cowan

(2005)

6s 6 4.52 4.00 2.79 2.56

Chen and

Cowan

(2005)

8n 8 4.76 4.56 3.12 3.16

Chen and

Cowan

(2005)

8s 8 4.76 5.00 3.18 3.06

Chen and

Cowan

(2005)

4p 8 6.67 6.34 4.15 3.28

Chen and

Cowan

(2005)

12n 12 4.70 3.88 3.03 2.47

(continued)
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TABLE I (continued)

Experiment Condition

Words

per list

Words

in free

recall

Words

in serial

recall

1‐ and 2‐item
chunks in free

recall

1‐ and 2‐item
chunks in

serial recall

Chen and

Cowan

(2005)

12s 12 5.45 3.69 3.82 2.44

Chen and

Cowan

(2005)

6p 12 8.73 7.63 5.21 4.06

Note. The data are drawn from Cowan et al. (2004: Experiment 1) and Chen and Cowan (2005:

Experiment 1, free recall and Experiment 2, serial recall). Cowan et al. (2004) conditions: where x is 0, 1, 2, or

4, ‘‘x‐paired’’ refers to items paired x times and shown (4 � x) times as singletons. Chen and Cowan (2005)

conditions: where x is 4, 6, 8, or 12, ‘‘xs’’ refers to x well‐learned singletons; xn refers to x nonstudied

singletons; xp refers to x well‐learned pairs.
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number of chunks recalled (1‐ plus 2‐word chunks) was fairly constant at

about three and a half chunks across pairing conditions, with slightly fewer

chunks recalled in the nonstudied word condition.

Our subsequent work (Chen & Cowan, 2005) shows that there is a limit to

this observation of a fixed limit in chunks recalled; it does not hold in just the

same way across list lengths. However, it also suggests that we are making

progress toward understanding the role of chunking and chunk capacity limits

in immediate recall. Chen and Cowan used both free and serial recall, and used

list lengths of 4, 6, 8, and 12 items. The main reason to manipulate list length

was to examine the eVects of list length with the number of chunks varied, and

to examine the eVects of the number of chunks with the list length varied. In the

pretraining period, eachwordwas presentedonly as a singleton or in a pair. The

training continued until the participant was 100% correct in cued recall on the

pairs (given the first member of the pair, correct recall of the second member)

and 100% correct on the singletons (given the word, correct recall indicating

that it had no paired associate). That way, all trained pairs could be assumed to

be learned chunks. In 4s, 6s, 8s, and 12s conditions, the words had been studied

as singletons whereas in 4n, 6n, 8n, and 12n conditions, the words were non-

studied. The digit refers to the number of words (presumed one‐word chunks)

in the list. Critically, there also were 4p and 6p conditions consisting of 4 and 6

well‐learned pairs (two‐word chunks), respectively.

The metric of performance used by Chen and Cowan was proportion of

words correctly recalled. Several comparisons were critical. If recall depended

only on the length of the list, as the exclusive use of a phonological loop

mechanism would imply, then recall should be identical for the 8s, 8n, and 4p

conditions inasmuch as all of them include 8 words per list. In contrast, if recall
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depended on the exclusive use of a chunk‐capacity‐limited mechanism, then

recall should be identical for the 4s and 4p conditions, inasmuch as both of

them include 4 known, familiar chunks. Similarly, a length mechanism implies

equality of the 12s, 12n, and 6p conditions whereas a chunk‐capacity‐limited

mechanism implies equality of the 6s and 6p conditions.

Before introducing the results, it should be mentioned that there are

diVerent possible limitations of using free and serial recall to test capacity

predictions. The traditional interpretation of these procedures is rather

inconsistent. In serial recall, the traditional assumption has been that all

recalled items are in working memory (e.g., Baddeley, 1986). Only short

lists are typically used (e.g., 9 or fewer items) inasmuch as not many items

can ever be recalled in the correct serial order. In free recall, the traditional

assumption has been that only items at the end of the list are in short‐term
or working memory, whereas earlier list items have been memorized and

occupy long‐term memory (Davelaar et al., 2005; Glanzer & Cunitz, 1966).

An alternative interpretation of long‐term recall, however, is that some cue

to recall of each list item must be saved in working memory, with the possible

exception of the most recent list items. Often, the last item or items are

recalled first, presumably in order to recall them without any input or output

interference, so it is not clear if they have to be encoded into working memory

in the same way as other items. If so, free recall might be judged a better

measure of chunks held in working memory. In serial recall, participants

might not be able to do their best because they are held responsible for the

serial order of items whereas, as suggested above, the best strategy to recall

all items that one knows may not be to recall them in the presented order, but

to present the most recent items first.

In one important way, the results closely matched the chunk‐capacity‐
limited prediction. As one can see in the upper, right‐hand panel of Fig. 1, the

proportion correct in the 6p condition was very close to the proportion

correct for the 6s condition (and the 6n condition, for that matter), and

much higher than the 12s or 12n conditions. This is very diVerent from the

phonological loop prediction and in concordance with the chunk‐capacity‐
limit prediction. Comparing panels of the figure, one can see that the same

applies to serial recall of these same lists, provided that the results are scored

without regard for serial order. For other conditions, the results are not as

clear and, if one examines the shorter, 4p condition for serial recall strictly

scored, it matches the 8s condition as one would expect according to a

phonological loop hypothesis (Fig. 1, bottom left). The conclusion appears

to be that the phonological loop mechanism and a chunk‐capacity‐limited

mechanism each have a separate role in recall and may often work together,

in a balance that depends on the stimulus conditions and the data considered.

When the materials fit within a period of about 2 s (as do 8‐word lists, but not



1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

8n 8s 4p 4n 4s

P
ro

po
rt

io
n 

co
rr

ec
t

Free recall (shorter lists)A Free recall (longer lists)B
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

12n 12s 6p 6n 6s

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

P
ro

po
rt

io
n 

co
rr

ec
t

0.2
0.1
0.0

8n 8s 4p 4n 4s

Serial recall, lenient (shorter lists)C

Serial recall, strict (shorter lists)E

Condition

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

P
ro

po
rt

io
n 

co
rr

ec
t

0.2
0.1
0.0

8n 8s 4p 4n 4s

Serial recall, lenient (longer lists)D
1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

12n 12s 6p 6n 6s

F Serial recall, strict (longer lists)

Condition

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

12n 12s 6p 6n 6s

Fig. 1. From Chen and Cowan (2005, Fig. 1). Proportion correct in various conditions of two

experiments. As listed in the figure, panels refer to free recall and to serial recall with strict or

lenient scoring. Condition 8n ¼ lists of 8 nonstudied words, 8s ¼ lists of 8 words studied as

singletons, 4p ¼ lists of 8 words studied as 4 well‐learned pairs, and so on. Error bars are

standard errors. Capacity‐limited performance is best exemplified in Panel B (free recall of longer

lists); time‐limited performance is best exemplified in Panel E (serial recall of shorter lists, strictly

scored).
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12‐word lists) and when the serial order of responding is considered, it is the

length of the list that counts. When the materials are longer and the scoring

method ignores serial order, it is the number of learned pairs that counts.

In‐between conditions yield in‐between results.
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Given these findings, what are we to make of the results of Cowan et al.

(2004), who examined the serial recall of 8‐word lists and found a constant

capacity in chunks? Those results were obtained with a scoring method that

attempted to determine how many chunks were included in recall, regardless

of the serial order of those chunks. However, there are limitations to both of

the studies we have just reported. The study of Cowan et al. (2004) carefully

examined chunks, but only for lists 8 words long. It is possible that the list

length determines the amount of interference and therefore influences how

many chunks can be reported. Chen and Cowan (2005) did vary list length,

but the near‐equivalence they found for the 6p, 6n, and 6s conditions was

obtained with a straight proportion correct measure. We assumed that the

equivalence in proportion correct meant that the same number of chunks was

recalled in these conditions but that is not necessarily the case.

To provide a bridge between these two findings, we reanalyzed the results

of Chen and Cowan (2005) in terms of chunks, counting singletons and intact

pairs as 1‐ and 2‐item chunks, respectively. As shown in Table I, the numbers

of chunks recalled from 8‐item lists in serial recall were fairly comparable for

the data from Cowan et al. (2004) and fromChen and Cowan, as indicated by

the bold entries. However, when the list length was changed or free recall was

used, the equivalence was not as close (rightmost two columns of the table).

Of course, the estimate of chunks recalled is necessarily limited by ceiling

eVects for 4‐item lists, but the equivalence was not very close in 6‐, 8‐, and
12‐item lists. That is true for free recall, for which the number of chunks

recalled was an increasing function of list length. We also tried the scoring

developed by Tulving and Patkau (1962), described above. Recall that, in this

scoring method, any items recalled in a row were counted as a single adopted

chunk. Again the number of chunks increased with list length. It showed the

eVect of learned pairing to be an increase in the number of chunks recalled as

well as an increase in the average chunk size.

From this work, the question remains as to why we have not obtained a

constant capacity estimate across list lengths. One possibility is that the

process of verbal rehearsal is used to supplement the capacity‐limited region

of working memory, either by allowing memorization or by keeping some

items in an active state in memory. In a still‐unpublished follow‐up study, we

(Chen and Cowan) repeated the serial recall experiment of Chen and

Cowan (2005, Experiment 2), but with the requirement that participants

engage in articulatory suppression during the recall test. They were to repeat

the word ‘‘the’’ at a rapid rate during the reception of the list. The results do

show more equivalence across list lengths. Regardless of the list length,

participants recalled about 3 words from lists of singletons and about

6 words from lists of learned pairs. This is consistent with the proposal of

Broadbent (1975) that a basic capacity is about 3 items (or 3 chunks), and
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that one can observe this only in situations in which other mnemonic

processes are curtailed.
C. FURTHER EVIDENCE OF VISUAL–SPATIAL CHUNK CAPACITY LIMITS
Most of the recent work on visual–spatial working memory has been

conducted with arrays of objects to be retained in memory, inspired by

Luck and Vogel (1997). In this task, a target array of simple objects is briefly

presented on the screen (e.g., small squares varying in color). This brief

presentation is followed by a probe stimulus (the same array, sometimes

with a circle cue around one item; in later studies, a one‐item probe). The

question is whether there has been a change between the target array and the

probe array, such as a change in color in one item.When one item is encircled

in the probe array or a single‐item probe is presented, the typical procedure is

that only that item may have changed from the item in the same location

within the target array. Adults can carry out this sort of task very well when

there are four or fewer items in the array, and performance falls oV as a

function of the number of items in the array. Luck and Vogel found that

performance levels were similar even when participants were responsible for

four diVerent features of bar objects (color, orientation, size, and presence or

absence of a black segment in the center or ‘‘gap’’). Thus, visual working

memory seems to be limited in the number of objects that can be retained.

This method of Luck and Vogel (1997) has an advantage over the earlier,

classic method of Sperling (1960) that the items are nonverbal so that a purely

visual–spatial store is probed. Often, articulatory suppression is used during

the task to avoid verbal encoding of the items. However, there is little eVect of
articulatory suppression in this type of task (Morey & Cowan, 2004, 2005).

The ability to study capacity depends on a measure to convert the pro-

portion correct to capacity. Obtaining such a measure may be easier for

recognition procedures than it is for recall procedures because it is easier to

take into account the role of guessing. (Therefore, it is unfortunate that

recognition procedures have generally not been used to examine working

memory capacity for verbal materials.) Pashler (1988) developed a method

that logically seems to fit the method in which the probe is the whole array, in

which any one item might have changed from the target array. The model

assumes that for a target array with N objects, k objects are placed within

working memory and can be compared with the probe array. Therefore, if an

object has changed from the target array, the probability that the change will

be noticed is k/N. If no change is detected, the participant guesses that it has

changed with guessing rate g, which is taken as the proportion of incorrect

responses on no‐change trials. These assumptions lead to the formula, k ¼ N

(hits � false alarms)/(1 � false alarms).
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Cowan (2001; see also Cowan et al., 2005, appendix) modified this formula

to be more suitable for procedures in which one item within the probe

stimulus is cued or a single‐item probe is presented. In these circumstances,

it is assumed that the probability of knowing whether or not the probe has

changed in comparison to the corresponding item in the target array is k/N,

and the probability of guessing that it has changed is g. These assumptions

diVer from those of Pashler (1988) in that performance on no‐change trials is
not just based on guessing. These assumptions lead to the formula, k ¼ N

(hits � false alarms). In many studies, though not all, it has been shown that

the value of k increases with set size until reaching a rather constant, asymp-

totic level after about 4 items (e.g., Cowan et al., 2005). With such results,

k can be taken to estimate the number of items in working memory and the

asymptotic value can be taken to estimate the mean capacity across partici-

pants. The results typically show that between 3 and 4 items are held in

working memory.

The assumption has been that each item presented in a brief visual array

remains a single‐item chunk. Although there is some evidence that chunking

of visual items is indeed possible (Gobet et al., 2001; Jiang, Olson, & Chun,

2000), the pattern of results in which an asymptotic value of k is reached

suggests that chunking is typically not an important factor with briefly

presented, haphazard arrays of items.

Another issue is whether capacity is constant even for complex objects.

Alvarez and Cavanagh (2004) found that the capacity estimate decreased as

the complexity increased. The least complex was simple colored squares, with

complexity increasing for line drawings, Chinese characters, irregular polygons,

and the most complex set, cubes in diVerent spatial orientations. However,

Awh, Barton, and Vogel (2007) found that just as many items were held in

workingmemory regardless of the complexity; it was just the perceptual resolu-

tion of the items inworkingmemory that decreasedwith complexity. Thus, in a

mixed target array that included some complex objects and some simpler

objects, the ability to detect a change of a complex object to an exemplar of a

diVerent category (e.g., a change from a cube to a Chinese character) was no

worse than the ability to detect a change from one color to another.

In a related neuroimaging study, Xu and Chun (2006) found slightly

diVerent brain areas to be involved in visual working memory, including an

area that displayed activity in proportion to the number of objects in the

display up to 4 (the inferior intraparietal sulcus), and other areas that

displayed activity commensurate with Cowan’s (2001) k measure, declining

as the complexity of items in the array increased (the superior intraparietal

sulcus and the lateral occipital complex). These studies show that the topic of

working memory capacity is an exciting one in which the influences between

behavioral and neurological sources of evidence may truly be bidirectional.
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Additional work has gone into determining whether attention is needed to

retain the binding between features within a visual item. One might expect so

on the basis of the work on attention showing that it is much more diYcult to

search for a conjunction of features (e.g., a red square among red circles and

blue squares) than it is to search for a single feature (e.g., a red square among

blue squares only). However, a discrepant expectation could be formulated

on the basis of the finding of Luck and Vogel (1997) that participants can

retain just as many visual objects no matter whether the participants are

responsible for one or four features of the objects. The findings seem to

support the latter expectation. Studies using the Luck and Vogel procedure

with simple objects have examined the eVects of dual tasks on memory for

features (e.g., whether the probe array contained a color that was not in the

target array) and for feature binding (e.g., whether a particular color from

the target array appeared at a particular location in that array). Although

dual‐task decrements have been observed, they have been shown to be of

similar magnitude for feature memory and for feature binding memory

(Allen, Baddeley, & Hitch, 2006; Cowan, Naveh-Benjamin, Kilb, & Saults,

2006). One possible resolution of all of the results is that attention is needed

to enter objects into the attention‐dependent part of working memory but

that this process of entering objects into this part of working memory already

includes the bindings between features within each item, so that no additional

exertion is needed to retain the bindings. Location may play a special role in

allowing features of an object to be bound (Treisman & Zhang, 2006).

If features are bound as objects enter working memory, this concept assigns

a high importance to the attention‐related part of working memory

(cf. Cowan, 1988, 1995, 2001; Cowan et al., 2005). That theme is to be

reinforced in the next section.
D. EVIDENCE OF CROSS‐MODAL CHUNK CAPACITY LIMITS
One important question is why a visual and verbal working memory capacity

limits exist. Given that the limits are similar in both modalities (and in other

modalities: see Cowan, 2001), a key account states that the limits stem from

the use of attention as a holding device regardless of the modality. This seems

simpler than the alternative possibility that there are capacity limits that

apply separately in the cases of verbal and visual information or, indeed, a

separate capacity limit for each feature map (Wheeler & Treisman, 2002).

A simpler alternative is that there are passively held, temporary representa-

tions that are not capacity limited, such as sensory memory representations

in each sensory modality (for a review, see Cowan, 1995) or phonological and

visuospatial buVer representations (Baddeley, 1986). A single, central

capacity‐limited mechanism such as the focus of attention would be able to
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retrieve information from a particular type of passively held representation if

it still existed at the time of recall and if it proved to be relevant to the

question asked about the memoranda. The central capacity limit would

define how many items could be retrieved from any such representation

into the central store.

If visual and verbal information both share a central storage area such as

the focus of attention, then it should be possible to show that the need to

retain stimuli in both modalities results in a decrease in performance in at

least one modality, compared to a situation in which only retention in that

one modality is required. Saults and Cowan (2007) were able to demonstrate

this. The procedures that they used in five experiments are reproduced in

Fig. 2. In Experiment 1, a visual array was presented at the same time as a

simultaneous acoustic array of digits spoken from four diVerent loudspeakers
arranged around the participant at ear level, in four diVerent voices to aid

in perception (adult male, adult female, child male, and child female). The use

of simultaneous sounds was intended to minimize participants’ ability to

rehearse the sounds. After a short retention interval, an array was presented

in one modality or another and the task was to determine whether there was a

change in a stimulus within that modality (i.e., in the digit identity of a sound

or the color of a small square). In unimodal trial blocks, participants knew in

advance which modality would be tested on each trial; that was not the case

in bimodal trial blocks.

The question was to what extent performance in each modality was

impaired in the bimodal condition. To the extent that both modalities depend

on a common, central storage mechanism, the attempt to use this mechanism

for both modalities at once should limit the availability of storage and

compromise performance. In the limit, if only the central storage mechanism

were used, then the capacity of the visual and auditory trials for bimodal

trial blocks, added together, should not exceed the capacity of whichever

unimodal condition has the highest capacity. (Given that the presentation

of acoustic stimuli was somewhat diYcult to perceive despite our best

eVorts, the measured capacity in that modality was lower than in the visual

case.)

The results are shown in the left‐hand panel of Fig. 3. Auditory capacities

are stacked on top of visual ones in this figure. The modality‐specific capa-

cities were smaller in the bimodal condition than in the unimodal condition,

suggesting that there was a central resource shared between the modalities.

However, the fact that the sum of bimodal capacities is still higher than the

visual unimodal capacity indicates that modality‐specific sources of memory

also contributed, in addition to a central store. The results were very similar

in Experiment 2, in which the probe stimulus always included both modal-

ities (as shown in the second panel of Fig. 3).



Fig. 2. From Saults and Cowan (2007, Fig. 1). Method in five experiments. Characters

outside of the rectangles represent spoken stimuli, which diVered in voice as represented by the

diVerent typefaces. For Experiment 4, only one of two orders of the memory sets is shown.

Unimodal trial blocks were the same as bimodal trial blocks except that the participant knew

which modality would be probed.
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Fig. 3. Based on Saults and Cowan (2007). Results from five experiments. Provided that a

postperceptual mask followed target stimuli (which occurred in Experiments 3–5), the sum of

visual and auditory capacities in the bimodal condition did not exceed the visual unimodal

capacity. Error bars are standard errors.
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It occurred to us that we had not ruled out the possible contribution

of modality‐specific memory to performance. In previous studies in the visual

modality, our assumption had been that the probe array would eliminate

such contributions by overwriting the modality‐specific representation of the

target items before a decision could be made. However, that assumption had

never been tested. Moreover, it might apply less to the auditory modality

than to the visual modality. Perhaps participants can use the contents of

capacity‐limited memory and, if a discrepancy between it and the probe

display is not found, they can refill the capacity‐limited store with additional

items from sensory memory and continue to make the comparison with the

probe display. To address this possibility, in our subsequent experiments, we

waited long enough after the target arrays for perception to be complete and

then presented a bimodal mask on every trial, to wipe out any modality‐
specific memories that remained by that time.

As shown in Fig. 2, this procedure was used in Experiments 3 through 5.

The mask included multicolored squares in the same locations as the squares

in the visual target array and mixtures of all of the digits in each particular

voice, presented through the same speakers as the target items had been

presented. Experiment 3 resembled Experiment 2, but with the addition of



Theory and Measurement of Working Memory Capacity Limits 73

Author's personal copy
the mask. Experiment 4 ruled out the contribution of resource limitations

during stimulus encoding by presenting the target arrays in the two modal-

ities in succession rather than simultaneously. Finally, Experiment 5 showed

that the resource limitation was not simply the use of spatial codes for both

modalities. In this last experiment, the spatial locations of spoken digits were

rearranged between the target and probe arrays so that the participant had to

rely on the association between digits and voices to respond. Moreover,

diVerent masking delays were tested to ensure that perception was complete

by the time the mask was presented.

The results of three experiments using this postperceptual mask are shown

in Fig. 3 (in the three right‐most panels). In each such experiment, unlike

Experiments 1 and 2, the sum of visual and auditory capacities in the bimodal

condition did not exceed the unimodal visual (or the unimodal auditory)

capacity. The close match between the unimodal visual and bimodal total

capacities suggests to us that we have managed to isolate and estimate the

contribution of a central capacity to working memory. On average it con-

tributes between 3 and 4 items, in keeping with the theoretical estimates of

Broadbent (1975) and Cowan (2001).

A closely related question is whether the cost of retaining two sets of

materials presented in the same modality is any more costly than retaining

two sets of materials presented in diVerent modalities. In principle, the

central store should not impose additional costs for materials all presented

in one modality. However, the same cannot be said for the perceptual

and conceptual processes needed to load materials into working memory.

Cowan and Morey (2007) found a way to isolate a central maintenance

component that is modality‐free in this way, even though there are more

modality‐specific perceptual and/or conceptual processes. They included

some trials with only one stimulus set and other trials with two stimulus

sets. For the latter, as shown in Fig. 4, either set could be a verbal sequence or

a visual array. (Articulatory suppression was used to prevent rehearsal.)

After that, there was a cue with two boxes, one on top of the other, indicating

that the first set should be retained (question mark in the top box), the second

set should be retained (question mark in the bottom box), or both sets should

be retained (question marks in both boxes). A 3‐s retention interval followed

and then a probe was presented for just one stimulus set, always one that the

participant has been asked to retain. The results of this experiment are shown

in Fig. 5. There was a cost of receiving two stimulus sets instead of just one,

and that cost was larger when both sets were in the same modality. However,

when two sets were presented, there was an additional cost of being asked to

retain both sets rather than just one (‘‘both cued’’), and that additional cost

was about the same no matter whether the two sets were in the same modality

or not. Thus, after the items all had been loaded into working memory, the
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continued retention of those items in working memory occurred in a central

store that did not depend on modality.
III. Energy Limits, Time Limits, and Combinations of Limits
A. MULTIPLE LIMITS
Although our own recent work has focused on space or chunk capacity

limits, we do not wish to imply that these limits necessarily dominate working

memory studies. Other major strands of research have produced findings

more aptly described with the notion of energy or resource limits, and

possibly with time limits. Bear in mind that much of the relevant evidence

has focused on ideographic questions and will be deferred to the next section.
B. ENERGY LIMITS
Energy or resource limits refer here to processing limits that hold across many

types of attention‐demanding activities and must be shared between these

activities. Often, it is a matter of judgment whether to classify a result as

capacity limited or resource limited. The reasons are that (1) there appears

to be a trade‐oV between capacity and resources used for other purposes, and

(2) we often have insuYcient evidence to determine which fundamental limit is

restricting performance. Regarding the former (a trade‐oV between capacity

and other resources), work in several laboratories confirms the use of attention

at least in the case of visual working memory. Morey and Cowan (2004) used

the procedure illustrated in Fig. 6, and found that an array‐comparison task

was impeded by the need to recite a random seven‐digit load during the period

between arrays, but was not aVected by the need to recite a known seven‐digit
telephone number during that period. The eVect of a seven‐digit load was

especially large when an error was made on the digit load. Moreover, the eVect
of the seven‐digit load depended on that load being repeated aloud rather than

silently rehearsed (Morey & Cowan, 2005). Stevanovski and Jolicoeur (2007)

found that a simple tone identification task can impede array comparisons.

These results suggest that attention must be shared between visual working

memory and various sorts of retrieval. When little or no interference is found

between a visual load and a verbal load (e.g., Cocchini, Logie, Della Sala,

MacPherson, & Baddeley, 2002), that may be because it is possible to use a

separate verbal rehearsal process to maintain the verbal information silently,

and the rehearsal process is thought to require relatively little attention in

young adults (Guttentag, 1984). To observe interference between tasks, one

must not be able to rely upon an automatic, eVortless process in either task.
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The converse trade‐oV eVect may also be the case; there is an eVect of a
working memory load on nonmemorial tasks that rely on attention. Lavie,

Hirst, de Fockert, and Viding (2004) introduced a theory that attention

depends on the working memory load. They used an attention task in

which the participant was to identify a target letter as x or z. It was accom-

panied by a distractor letter that was compatible (e.g., X with target x),

incompatible (e.g., Z with target x), or neutral (e.g., L with target x). Mean-

while, one or six letters were held in memory for a search task. It was found

that the incompatibility eVect was larger with a high memory load. The

interpretation was that a working memory load uses up resources that

otherwise would be used to inhibit the irrelevant distractors.

More recent work has suggested that the eVect is not consistent and that a

working memory load can reduce, as well as increase, distractor interference

(Kim, Kim, & Chun, 2005). As these authors pointed out, working memory

is not unitary so it is possible to design situations in which the distractor has

more in common with the working memory load (such as verbal processing)

than the target does.

From this past research, it is clear that we need to know the results of a

procedure in which the working memory task is limited to its attention‐
related components. It should then only increase distractor eVects, as in

Lavie et al. (2004), instead of sometimes decreasing distractor eVects as in
Kim et al. (2005). Even if that prediction is confirmed, it will not be clear how
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to interpret the attention‐related working memory component(s). It may be,

as we have suggested above, that attention can be used directly to hold

some information in its focus. An alternative possibility more in line with

the classic model of Baddeley (1986) is that central executive processes are

needed to keep the items refreshed in more passive stores. In terms of

Baddeley (2000), the question is whether attention‐related storage occurs in

an episodic buVer or occurs in more passive buVers with the assistance of

central executive processes. So, more research is needed to understand the

attention‐related part of working memory.

A second reason why it is still a matter of judgment whether to classify a

result as capacity limited or resource limited is that we have insuYcient

evidence on the nature of limits. Consider a classic procedure that has been

used to examine resource limits, the procedure of Stroop (1935) in which color

words are presented in diVerent colors of ink and the task is to ignore the word

and name the color of ink. Individuals are much slower and more error‐prone
in this task compared to a task in which the ink is presented in the form of

noncolor words or nonwords. A capacity‐based account of this finding is that,

on some trials, the participant has dropped the goal from working memory

and either erroneously makes the more natural, prepotent response of reading

the word, or requires time to reload the goal into working memory before

responding. A diVerent, resource‐based account is that the goal remains in

working memory but nevertheless requires attention‐related resources to over-

come the diYculty of resisting the prepotent response, and to inhibit it while

carrying through with the relevant response. Many results that are typically

thought of as resource related thus can be alternatively described as capacity‐
related. To do so, however, one cannot simply think of capacity in equal

chunks. If the only temporary memorandum of the Stroop task is the task

goal, then this goal would have to count as more than one chunk in order to

provide consistency with the literature above, indicating that several chunks

can be held in working memory at once. Once one gets into the concept of a

variable size of chunks in working memory, what is needed is a fluid resource

that can be apportioned among the pieces of information as required.

Attention would appear to be such a resource.
C. TIME LIMITS
The field of working memory seriously shifted from an interest in capacity

limits to an interest in time limits when Baddeley et al. (1975) published their

work on the word length eVect. Lists of short words were recalled better than

lists of long words even when the short and long words were equated for the

number of phonemes and syllables. Individuals recalled about as many

verbal items as they could recite in about 2 s, so it was suggested that working
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memory is dependent on a decaying store that becomes useless within 2 s

unless it is refreshed by a rehearsal process. The faster it can be refreshed, the

more items can be held in storage at the same time and then recalled when the

list ends.

Currently, however, there is no general agreement that the word length

eVect is obtained across diVerent sets of materials when the short and long

materials are equated for the number of phonemes and syllables (see Mueller,

Seymour, Kieras, & Meyer, 2003; Neath, Bireta, & Surprenant, 2003) so

there is no agreement that the word length eVect supports the notion of time

limits per se.

Some recent work using complex spans that include storage and processing

components (operation span and reading span) have shown that time is an

important variable for forgetting (e.g., Towse, Hitch, Hamilton, Peacock, &

Hutton, 2005). Nevertheless, this is time filled with distracting items in order

to prevent rehearsal. Given that these can cause interference, it is not clear

that temporal decay is the cause of forgetting. Indeed, Saito and Miyake

(2004) found that it is the number of distracting items rather than the time

that is critical for performance.

Barrouillet, Bernardin, and Camos (2004) more specifically showed that it

is the density of distracting events that is critical (i.e., the number of retrievals

divided by the time in which those retrievals have to take place). They

inserted numbers to be read aloud between items (letters) to be recalled.

The faster these distracting numbers were presented, the poorer recall was.

Their theoretical explanation involves a decaying memory that can be

rehearsed during the breaks between distracting items. However, it is note-

worthy that they do not find a large eVect of time per se, as opposed to just

the density of distracting events. If a certain density of distracting events is

enough to prevent full rehearsal of the stimuli, there should be a memory leak

that should be manifest as poorer performance with more time at a certain

distraction density.

More recently, Lewandowsky, Duncan, and Brown (2004) carried out

more direct tests of time limits. The amount of time between one item and

the next in the recall period of a serial recall task was manipulated and,

despite procedures designed to prevent rehearsal, no significant eVect of time

was obtained. The authors suggested that information is not lost as a func-

tion of time during the response, even when it is not rehearsed. A similar

result was obtained by Cowan, Elliott, et al. (2006). Second‐grade children

were asked to recall items more quickly than usual and succeeded in recalling

items as quickly as adults ordinarily do; yet their memory was not improved

at all by this manipulation. We are currently conducting follow‐up research

to cross‐pollinate the research procedures of Lewandowsky and colleagues

versus Barrouillet et al. (2004).
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Cowan and AuBuchon (2008) did find an eVect of time in the absence of

external interference by presenting irregularly timed lists; a long first half‐list
hurt performance, but only if the list timing had to be reproduced in the

response. The assumption was that reproducing the timing prevents rehearsal

and takes up attention during the response. In such circumstances, informa-

tion can drop out of working memory during reproduction of a long first

half‐list. However, the detrimental eVect of reproducing the timing of a long

as opposed to a short first half‐list occurred only in restricted circumstances

(in the presence of a long second half) and its basis is not yet clear. Cowan

and AuBuchon did not attribute it to a decay eVect per se.
In sum, it seems fair to state that there is, practically speaking, an eVect of

time, though it may well result from the eVects of interference spread across

time (e.g., in the acid bath theory of Posner & Konick, 1966; see alsoMassaro,

1970) rather than from a pure process of decay even in the absence of

interference. In the word length eVect, each phoneme or syllable could interfere

to some extent with memory for previous phonemes or syllables.
D. COMBINATIONS OF LIMITS
If two or three diVerent types of basic limitation on working memory exist,

there is no reason why a particular procedure should tap only one of these

limits. There are two ways in which diVerent types of limits might be com-

bined in working memory. The two limits can occur because they stem from a

common mechanism, or the two limits can occur because diVerent mecha-

nisms aVect performance separately. An example of two limits possibly

stemming from the same mechanism and both aVecting performance is the

combination of space (chunk capacity) and energy (resource) limits. Both of

these could be based on a common attention‐related resource. A common

attentional resource might have to be split between maintenance of items in

working memory and central executive functions such as shifting attention,

updating working memory, and inhibiting irrelevant items (e.g., Miyake,

Friedman, Emerson, Witzki, & Howerter, 2000).

An example of two limits possibly stemming from diVerent mechanisms

and aVecting performance together is the combination of space (chunk

capacity) and time (decay) limits. Chen and Cowan (2005) found that the

length of lists determined recall for short lists with serial scoring, but that the

number of chunks governed recall for long lists without serial scoring. As

shown in Fig. 1, the result was intermediate for other conditions. As we

mentioned, in a follow‐up study in which articulatory suppression was

added, the chunk‐based limit determined recall much more uniformly across

list lengths. All of this suggests that there is a capacity‐limited mechanism

that governs performance except insofar as it is possible to engage in verbal
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rehearsal for the serial recall of short lists, and that the two mechanisms both

can be used together for the same recall procedure (see also Mulligan &

Lozito, 2007).
IV. Ideographic Evidence
A. USING IDEOGRAPHIC EVIDENCE
We have already discussed (in Section I.C) the point that ideographic infor-

mation is collected for several diVerent and interlocking reasons. One is to

find out about the classes of individuals being tested, but another is to shed

light on nomothetic processes. The notion behind this approach is that if

individuals diVer in Trait X, then Trait X is nomothetically important too.

An example of this line of reasoning is the idea that if individuals with high

versus low working memory diVer in their ability to control attention, then

the control of attention is an important source of the human limitation in

working memory. The paper by Kane, Bleckley, Conway, and Engle (2001) is

a prime example. They used a prosaccade task requiring that the participant

look at an appearing object, and an antisaccade task requiring that the

participant look in the opposite direction. The antisaccade task, which is

quite unnatural, is accomplished more successfully by high‐span than by

low‐span individuals, who do not diVer in the prosaccade task.

Despite the strength of such findings (for convergent evidence, see Conway,

Cowan, & Bunting, 2001; Kane & Engle, 2003), several related points must be

considered, as follows:

(1) Any Trait X distinguishing high‐ and low‐span individuals may not be

the only diVerence between the groups or individuals relevant to working

memory. (Example: individuals may also diVer in chunk capacity, which

might be very important for the human limitations in working memory.)

(2) Trait X, though correlated with workingmemory capacity, may not be a

key determinant of working memory. (Example: it could be chunk capacity

rather than the control of attention that is critical forworkingmemory capacity

limits, if chunk capacity and the control of attention are highly correlated.)

(3) Trait X in a nonstandard population could impose a limit on working

memory that is not critical for normal adults. (Example: vocabulary knowledge

is not ordinarily a limiting factor for verbal workingmemory task performance

in adults given the simplicity of vocabulary selected for the task, but it probably

is a factor in the performance of young children on the same task.)

(4) Some other Trait Y may be a nomothetically important limit of

working memory even if it does not yield individual diVerences. (Example:

If it were found that chunk capacity did not diVer at all among individuals, it
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woul d still be possibl e that all individuals are limit ed to, say, 4 concu rrently

held objects in the central por tion of working memor y.)

As we wi ll show, there are ways to begin to so rt out these possibi lities with

expe rimental manipul ations.
B. I NDIVID UAL DIFFEREN CES AMON G Y OUNG A DULTS
There are distinct individual diVerences on many cognitive traits and many of

these are correlated with various working memory tasks. However, there has

perhaps been too much of an attempt to seek evidence confirming particular

accounts of the correlations and not enough seeking evidence of disconfirma-

tion. For example, Baddeley et al. (1975) f ound a h ig h c or re la ti on be tw ee n t he

rate at which an individual could recite words and the number of words of the

same type that the individual could recall. Their word length eVect can be
viewed as the result of an experimental manipulation aVecting the rate at
which a given individual could recite the words, and it did seem to confirm

that rehearsal speed was important for serial verbal recall (cf. Sc hw ei ck er t,

Guentert, & Hersberger, 1990). By equating short‐word and long‐word lists on
the number of phonemes and syllables, there was an attempt to show that it

was time per se that was important rather than a correlated diVerence between
short and long words. (Recent research challenges the success of that control;

see Neath et al., 2003.)

What was not establis hed by Badde ley et al. (1975) and perh aps has not

been establis hed in subsequen t resear ch is the bounda ry conditio ns for the

eVect of individual rehearsal speed onworkingmemory. There aremany types

of working memory that theoretically should not depend on rehearsal speed

at all. We may not ha ve such infor mation at present . Howe ver, Conway,

Cow an, Bunting, Ther riault, and M inko V (2002; see their Table 2) examin ed

other kinds of simple processing speeds and the results indicate that these (in

particular, for copying digits and letters, and for comparing pairs of patterns

and letter strings) correlated with short‐term memory in the presence of

articulatory suppression much better than they correlated with short‐term
memory without suppression. This raises the possibility that the correspon-

dence between individual speech rates and memory spans obtained by

Baddeley et al. may have an unexpected path of causal relation.

The suggestion that the control of attention is causally related to working

memory span (e.g., Kane et al., 2001) has been aided by research manipulat-

ing attention. This research shows that dividing attention during a memory

retrieval task has a much larger detrimental eVect on individuals with a high

working memory span than it does on those with a low working memory

span (Kane & Engle, 2000; Rosen & Engle, 1997). In fact, dividing attention
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removed most of the diVerence between the response patterns of high‐ and
low‐span individuals. That is exactly what would be predicted if the diVer-
ence between high‐ and low‐span individuals is that the high spans make

more use of attention in the retrieval task, making them more vulnerable to

divided attention.

Nevertheless, there are limits to what can be concluded from this kind of

result alone. For example, it could be that dividing attention saps both space

(chunk capacity) and energy (attention deployment) in working memory and

then it would be unclear which is critical to task performance. By analogy,

suppose that one person’s home computer carried out calculations better

than another’s. Suppose, though, that a special program in the better

computer, unavailable in the poorer computer, required an internet connec-

tion to do the best calculations. If one knocked out the internet connection in

both houses and observed that the calculations were now equally mediocre in

both computers located in the respective houses, one might incorrectly

conclude that the diVerence between houses was in the ability to use the

internet generally, when actually the diVerence is in the programs available in

the two computers. In this analogy, attention is the internet and chunk

capacity is the computer.

Cowan, Fristoe, Elliott, Brunner, and Saults (2006) carried out a study

that included measures of both capacity (visual array comparisons) and

attention. The measure of the latter was obtained in a situation in which

spoken and printed stimuli were presented at the same time. The instruction

preceding each trial was to attend to one of these modalities, and the measure

of the use of attention was the extent to which memory for the to‐be‐attended
modality exceeded memory for the to‐be‐ignored modality. These measures

turned out to be correlated with one another (r ¼ .34), but separate, among

adults. They both correlated well with a composite IQ measure (visual array

comparisons, r¼ .52; attention benefit, r¼ .47). However, the variance in IQ

that they picked up was largely separate. Together they picked up 12% in

shared variance in IQ, the arrays task uniquely picked up another 15%, and

the attention benefit uniquely picked up another 10%, for a total of 37% of

the IQ variance accounted for. In light of the importance that has been

placed on accounting for variance in IQ (e.g., Engle, Tuholski, Laughlin, &

Conway, 1999), this is an important indication that size as well as energy

limits are worth discussing.

There has been research suggesting that the relation between working

memory and intelligence (or, more narrowly specified, fluid intelligence) is

increased by the presence of proactive interference from previous trials (e.g.,

Rosen & Engle, 1998). In both an operation span task and a probed recall

task, Bunting (2006) included proactive interference, in the form of stimuli

similar to the ones to be recalled appearing earlier in the list or appearing in
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recent lists. The correlation between memory scores and fluid intelligence

(Ravens Progressive Matrices) was higher when proactive interference was

present. In an fMRI study using a recognition procedure, Gray, Chabris, and

Braver (2003) found that high‐span individuals showed more activity than

low‐span individuals in the prefrontal cortex, but only on trials in which

proactive interference was present in the form of a lure that was not in the

current list but was in a recent list. These procedures clearly show the

importance of proactive interference for individual diVerences in working

memory but the exact theoretical interpretation of the finding remains

unclear. It is not clear whether what is key is the ability to suppress memory

for the items in previous trials (presumably a function of attention control),

or the ability to remember whether an item was presented in the current trial

(possibly a function of chunk capacity).

Similarly, the finding that low‐span individuals have poorer control of

attention in an antisaccade task (Kane et al., 2004) could be interpreted either

as their inability to remember the unnatural task goal, or their inability to

override the prepotent prosaccade response. In other studies, what is observed

is the specificity with which relevant items are selected (Bleckley, Durso,

Crutchfield, Engle, & Khanna, 2003) or the eYciency with which irrelevant

items are excluded (Heitz & Engle, 2007). In each case, though, there remain

several slightly diVerent interpretations of the findings. It could be that the

diYcult goal was not maintained. This failure of maintenance could occur

either because it was diYcult to hold the goal while using working memory for

other things during the task (a space limit), or because it takes considerable

eVort to maintain a goal (an energy limit). Another possibility is that the goal

was still maintained in working memory but that the prepotent response (e.g.,

making a prosaccade) was so powerful that the goal could not control

behavior. This would constitute a second type of energy limit.

A study by Delaney and Sahakyan (2007) seems to favor memory limits

over energy limits. It investigated the finding that high‐working‐memory‐
span individuals do a better job of directed forgetting than do low‐span
individuals. One explanation is that the high spans are able to use more

resources to suppress the material to be forgotten. An alternative explanation

is that high spans have a richer use of context in the mnemonic encoding of

stimuli and are therefore better able to separate the material to be forgotten

from the material to be remembered. Evidence favoring the latter view was

obtained in a word list memory study. If the participants were not told to

forget the list but it was followed by a diVerent task that greatly changed the

context (45 s of imagining walking through their parents’ house and describ-

ing the house and furniture to the experimenter), the change in context

impaired memory of the word list more for individuals with higher operation

spans and, in a replication, for individuals with higher counting spans.
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Work by Saxe et al. (2007) provides conceptual support for this type of

interpretation from a very diVerent source of evidence. A type of X radiation

was used in adult mice, and it had the eVect of impeding neurogenesis in the

hippocampus. This manipulation actually assisted memory for a radial arm

maze in a particular situation, in which the memory load was low but the

amount of proactive interference from previous trials was high. The notion is

that, in some situations, rich contextual encoding can be an impediment to

recall. The richness of contextual encoding in humans apparently is correlated

with working memory, so better working memory can be viewed more as a

mnemonic diVerence than as a resource diVerence. For aworkingmemory task,

this mnemonic diVerence may translate into a higher basic chunk capacity.

Vogel, McCollough, and Machizawa (2005) pitted space (capacity) and

energy (attention control) constraints against one another in a version of the

visual array comparison task designed to produce a lateralized, event‐related
potential signal indicating storage of items in working memory. There were

arrays on the left and right sides of the screen and the task was to focus

attention on one of these arrays. Within that task, there were 2 or 4 items.

When there were 4, they all could be relevant or only 2 of the 4 were relevant

(e.g., remember the orientations of 2 red bars and ignore 2 blue bars). If the

irrelevant items were easily filtered out using attention, the 2 relevant, 2 irrel-

evant situation should yield a potential similar to the 2‐item trials, whereas if

the irrelevant items could not be filtered out and had to be held in working

memory along with the relevant items, they should yield a larger potential

similar to the case of 4 relevant items. It turned out that the irrelevant items

were filtered out easily by high‐span individuals but not by low‐span indivi-

duals. However, questions remain about this result. It required selection of

one half of the screen to do the task in every condition, and the split between

high‐ and low‐span individuals was based on this same task. Perhaps the

results would be diVerent if individuals were categorized on the basis of a

diVerent working‐memory task that did not include an attentional filtering

component in every condition. On the other hand, perhaps there really is a

critical resource diVerence between high‐ and low‐span individuals, in addi-

tion to a chunk capacity diVerence.
Overall, then, it seems that some aspect of individual diVerences related to

attention is critically important in characterizing those who yield good versus

poor performance on working memory tasks and on intelligence tests. (Intel-

ligence and fluid intelligence are so highly correlated that it has been diYcult

to tell whether the contributions of working memory are specific to fluid

intelligence, though see Hambrick & Engle, 2001.) The notion that a general

attention component is involved is a convergent result, with generality across

modalities or processing domains observed in the nomothetic evidence (e.g.,

Cowan & Morey, 2007; Saults & Cowan, 2007) and in a latent variable
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analysis showing that the relation between fluid intelligence and working

memory is general across processing domains (Kane et al., 2004). It is less

clear whether to interpret the individual diVerences as fundamentally space

related, energy related, or both.
C. CHILDHOOD DEVELOPMENT
We think it has been considered less convincing to use childhood develop-

mental diVerences to discern nomothetic principles, as compared to individual

diVerences among young adults. People generally realize that the nature of

the processing limitations that young children have is, in some ways, very

diVerent from the nature of the limitations that young adults have. Neverthe-

less, we think there are some implications of developmental research for the

nomothetic principles.

The observation that adults who rehearse more quickly recall more items in

short‐term memory tests was followed by the observation that, as children

mature, they speak more quickly and remember more in these tasks (e.g.,

Hulme & TordoV, 1989). It has not been possible to teach children to rehearse

more quickly to determine whether they would recall more (Hulme & Muir,

1985). Anyway, such an attempt is confounded inasmuch as rehearsal requires

more attention in younger children (Guttentag, 1984). However, it has been

possible to get second‐grade children to speed up verbal recall responses to a

rate similar to what adults usually use, and this manipulation makes no

diVerence for memory span (Cowan, Elliott, et al., 2006). Therefore, similar

to the research with young adults, we believe that the correlation between

speech rate and memory span across age groups may occur for reasons other

than faster refreshing of a phonological memory trace before it can decay.

We do not yet have a satisfactory account of that correlation.

Recent research has focused on the possibility of age diVerences in capacity

in visual array comparison tasks modeled after Luck and Vogel (1997).

An apparent discrepancy exists in the results. On one hand, Ross-Sheehy,

Oakes, and Luck (2003) suggested that infants retained about 4 items by the

time that they were 10 months old, similar to the presumed capacity in adults.

This suggestion was based on a procedure in which arrays appeared on both

sides of the display but changes in the arrays occurred only on one side. By

10 months, infants reliably looked more often toward the changing display

when it included 4 objects, but not 6 objects. In contrast, Cowan and

colleagues (Cowan et al., 2005; Cowan, Elliott, et al., 2006; Cowan,

Fristoe, et al., 2006; Cowan, Naveh-Benjamin, et al., 2006) have used the

standard procedure of Luck and Vogel and have found a marked increase in

capacity from the early elementary school years to adulthood. How can both

of these results be correct?
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Assuming that the development of capacity from infancy to adulthood is

monotonic (a very safe assumption, we believe), either the infant research

provides an overestimate of capacity or the child research provides an

underestimate. The infant research could provide an overestimate because

of its necessarily atypical procedure. To detect the changing side of the

display, it is not necessary that all changes be detected. It is possible to

model performance in the infant procedure with a process in which capacity

is relatively low (e.g., 2 items) and the proportion of changes noticed is

enough to motivate sustained looking when there are 4 items in the array

(in which case, half of the changes in successive arrays would be noticed when

these arrays were examined), but not when there are 6 items (in which case,

only a third of the items in successive arrays would be noticed when these

arrays were examined). On the other hand, the child research could be an

underestimate because children may not fill the available working memory

as consistently as adults. We have found that the children do about as well as

the adults when the set size is 2 items, so it is not simply that the children

more often fail to pay attention to the stimuli. Nevertheless, it is possible that

children load items into working memory more slowly and therefore fail to

fill their capacity before the display ends. If so, children might do as well as

adults if a much longer display time was used.

One useful research strategy is to find a way to nullify the diVerences
between children and adults. If these diVerences can be nullified by eliminat-

ing certain processes in adults, then the processes that were eliminated may

be the ones responsible for the developmental change. This strategy is analo-

gous to the one that Rosen and Engle (1997) and Kane and Engle (2000) used

to show that dividing attention can nullify high‐ versus low‐span diVerences
between young adults. Cowan, Naveh-Benjamin, et al. (2006) divided atten-

tion in an array comparison task with a tone identification task and found

that dividing attention made the adults perform in a manner slightly better

than third‐grade children but worse than fifth‐grade children. In another type

of procedure, Cowan, Saults, and Morey (2006) examined memory for the

associations between printed words and their locations on the screen. Several

words (proper names) were presented one at a time, each disappearing from

the screen shortly afterward, and then a probe word presented centrally

had to be dragged to the location at which that word had appeared originally.

There were several diVerent trial types and a complex pattern of performance

that was very age specific. However, the addition of articulatory suppression

in adults resulted in a dramatically changed pattern of performance that

closely resembled that of third‐grade children (who did not receive suppres-

sion), as shown in Fig. 7. Without suppression, adults seemed to engage in a

process in which the list of names and the path of spatial locations were

rehearsed separately, favoring trials in which there was a one‐to‐one
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correspondence between the two. However, that pattern did not occur in

children or in adults under articulatory suppression. Instead, they did best

on trials with fewer locations used overall, even though some of those

locations were used for two names on those trials. Taken together, these

results suggest that strategic aspects of performance may well distinguish

children from adults.

Nevertheless, there appear to be age diVerences in memory even when

strategies are removed. Cowan, Nugent, Elliott, Ponomarev, and Saults

(1999) investigated children’s memory for spoken lists of digits that were

presented while the children were busy playing a silent computer game that

required thinking of rhymes. An occasional cue indicated that the computer

game should be interrupted and the last list should be recalled. This procedure

should minimize the ability to use strategies to encode the list items. In a
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control procedure, the lists were attended during their presentation. For

unattended lists, presumably the focus of attention can be turned to the list

only when the recall cue is presented. Figure 8 shows the results for attended

and unattended lists. For unattended lists, the number of items recalled in the

correct serial positions was constant across list lengths and increased with age.

For attended lists, the number of items recalled was not constant across list

lengths, and the age diVerences were slightly larger. However, most of the age

diVerence in this procedure cannot easily be attributed to strategic diVerences
during encoding. Cowan, Elliott, et al. (2005) replicated this result and

obtained a similar result for a running memory span procedure, in which

12–20 digits were presented at a rapid, 4‐per‐second rate and ended at an

unpredictable point, making rehearsal impossible. Both procedures showed

similar age diVerences and correlated well with intelligence. For children too

young to engage in strategic processing, but not for older children or adults,

simple digit spans also correlated well with intelligence.

We do not yet have a reconciliation of results suggesting the great impor-

tance of strategic processing (Cowan, Saults, et al., 2006) and results showing

marked capacity diVerences that cannot be attributed to strategic diVerences
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(e.g., Cowan, Elliott, et al., 2005). However, it can be seen in Fig. 7 that adults

in the study of Cowan, Saults, and Morey with rehearsal suppressed still did

recall slightly more items than young children recalled, so the contradiction

may be more apparent than real.

There was an earlier era of research by neoPiagetians suggesting that

children have fewer slots in working memory than adults (Case, 1972;

Pascual-Leone, 1970, 2005; Weiss, 1995). Perhaps the clearest result sup-

porting that idea is that of Burtis (1982). He presented matrices of letters to

be recalled in their correct locations. The letters were presented in pairs within

the matrix and the items within a pair were random or, in other conditions,

contained redundancy in various ways (repetitions of the same letter; pairs

presented in red to be distinct from the other pairs; pairs presented repeatedly

throughout the experiment; pairs forming familiar acronyms, such as FM).

The results were examined with the help of a simple model that incorporated

results fromboth singletons and pairs. At every age for every set size, the results

fell neatly on the line expected according to the capacity model with a capacity

of 4 at 10 years of age, 5 at 12 years of age, and 6 at 14 years of age. The reason

for the larger capacity estimates suggested by Burtis and other neoPiagetians

compared to Broadbent (1975) and Cowan (2001) is an important unknown,

but it might be attributed to the availability of rehearsal strategies in the

procedure that Burtis used, or to other studies’ use of procedures more

challenging than Burtis’ was, using up more capacity for processing.

In sum, there are some critically important questions remaining about the

nature of the dramatic increase in working memory capabilities that are so

evident between infancy and adulthood. We cannot yet be sure whether there

are diVerences in space, energy, or both during childhood development but

the evidence seems to favor both. Here we have emphasized space (capacity)

diVerences, which are less commonly acknowledged in the literature than

energy (resource) diVerences.
D. ADULT AGING
In some ways, adult aging may be the converse of child development. For

example, whereas the rate of verbal rehearsal and verbal short‐term memory

both increase during childhood as noted above, in adult aging the rate of

rehearsal slows down and verbal short‐term memory suVers accordingly

(Kynette, Kemper, Norman, & Cheung, 1990).

In other ways, adult aging may not be the converse of child development,

and the diVerences in mechanisms of processing make it diYcult to make fair

comparisons across age groups in capacity. In particular, older adults appear

to have more diYculty than young adults associating or binding together the

features within an object (Chalfonte & Johnson, 1996; Mitchell, Johnson,
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Raye, Mather, & D’Esposito, 2000) or objects presented together (Naveh-

Benjamin, 2000; Naveh-Benjamin, Hussain, Guez, & Bar-On, 2003). Given

that one instance of binding is the formation of new chunks of information

(e.g., Miller, 1956) we might expect that, in some situations, older adults will

have to recall smaller chunks than young adults. To do so, they would have to

recall fewer chunks even if the chunk capacity is the same in the two groups.

In several of our recent studies, we attempted to evaluate both the for-

mation of associations and the capacity. Cowan, Naveh-Benjamin, et al.

(2006) presented children (in third and fifth grade), young adults, and older

adults with a visual array comparison task, similar to that used by Luck and

Vogel (1997). For half of the trials in this task, the probe array did not diVer
from the target array (i.e., no‐change trials). The probe array could diVer
from the target array in two possible ways for the other half of the trials (i.e.,

change trials). On some change trials, a colored square changed to a color

that had not been seen in the original array; as a participant only had to keep

track of the squares, these were considered item‐change trials. On other

change trials, a colored square changed to a color that was already present

elsewhere in the first array. In this case, participants had to keep track of not

only the colors present in the target array, but also the locations of each

color. As correct detection involved successful binding of color and location

features, these were termed binding trials. A cue encircled one item in the

probe array, and only that item might have changed between arrays. Some

key results are shown in Figs. 9 and 10. Figure 9 depicts results of an
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experiment in which item and binding changes were mixed together in the

same trial block. One can see an inverted U‐shaped developmental trend

across the life span for item‐change trials. Additionally, one can see that

older adults did not do a good job of noticing the binding changes.

However, from those results it was not clear whether the older adults were

incapable of noticing the binding changes or whether they simply did not

attend to the correct information because the item changes were more salient.

To address that question, Cowan,Naveh-Benjamin, et al. (2006, Experiment 2)

developed a procedure in which item and binding changes appeared in sepa-

rate trial blocks. The no‐change control trials had to be adjusted accordingly.

In the blocks with item changes, the cued item in no‐change trials always was
uniquely colored; in the blocks with binding changes, the cued item in no‐
change trials always had a color shared by another item in the array. There-

fore, the participant could not guess whether the cued item had changed from

the target array based on whether it was unique. The results are shown in

Fig. 10. This study shows an inverted U‐shape of developmental change in

capacity, with little diVerence between children and older adults. A diVerent
pattern was found in an examination of bias; there was a monotonic trend to

be less willing to indicate that a change had occurred. In terms of basic visual

working‐memory capacity, though, an inverted U‐shape does appear to

describe developmental change. Dividing attention with a tone identification

task did produce lower capacity estimates in young adults, but did not reflect

the other developmental trends that were unique to adult aging.
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More work on aging has examined verbal working memory. Central to

that work is the question of whether older adults’ associative deficit will

impede chunk formation, which should lead to smaller chunks than in

young adults. It is critical to answer this question in order to address

adequately the question of whether verbal working memory changes with

adult aging. Allen and Coyne (1988) visually presented young adults and

older adults with meaningless strings of letters. In this task, chunk size was

externally manipulated by spacing between letters, with participants serially

recalling between four and six letters when cued. For example, if six letters

were to be recalled, the letter stringwas presented in the form ‘‘WRQB KX,’’

influencing the formation of two chunks of diVerent sizes. To examine how

chunks were organized across age groups, error probabilities were computed

for within‐chunk and between‐chunk boundaries; ideally, recall error should

be lowest within a chunk, but higher between two chunks (Allen & Coyne,

1988). Although older adults recalled a fewer number of letter strings, there

were no significant diVerences between age groups regarding the way that

chunks were qualitatively organized (in terms of both number and size),

suggesting that any deficits in memory were not due to organization in

immediate memory. Similar studies confirmed these results, even when

there was no spacing between letters to influence the number and size of

chunks formed (Allen & Coyne, 1989; Allen & Crozier, 1992). Older adults

are especially helped when stimuli in the environment support and influence

recall, association, or grouping of items (Craik, 1983, 1986; Hay & Jacoby,

1999; Naveh-Benjamin, Craik, Guez, & Kreuger, 2005). Use of environmen-

tal support can greatly improve estimates in chunk size. In one study (Taub,

1974), older adults presented with letter strings that made words formed a

greater number of chunks and had better recall than when the information

was meaningless.

Naveh-Benjamin, Cowan, Kilb, and Chen (2007) examined chunking and

capacity limits in working memory by presenting young adults and older

adults with list of learned word pairs and lists of learned singletons (still

presented in pairs within the list) to be recalled in serial order. This was the

procedure of Cowan et al. (2004) in which, during a training phase, all words

to be learned by participants received 4 diVerent exposures, of which 0, 1, 2,

or 4 exposures were as consistent pairs as opposed to singletons. There were

also nonstudied control words. Several means were used to score the results

so as to estimate chunks. In one simple method, a distinction was made

between the number of pairs accessed and pair completion. Access referred to

the number of pairs for which at least one item was recalled and pair

completion referred to the proportion of accessed pairs for which both

items were recalled. Figure 11 shows that there was a large, consistent

diVerence in pair access favoring younger adults. Moreover, younger adults
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carrying out a divided attention task (tone identification) yielded pair access

scores quite similar to older adults without divided attention. This result

suggests that there is an adult aging decrement in capacity and that this

decrement is attention related. A similar, clear result was obtained using

various other estimates of chunk capacity. In contrast, there were only small

and somewhat inconsistent group diVerences in the average sizes of chunks.

It showed up in the 0‐ and 2‐pairing conditions only. Across modalities and

studies, then, adult aging sometimes results in a deficit in binding and

association in working memory tasks but, regardless of those eVects, consis-
tently results in a deficit in some attention‐dependent form of working

memory capacity expressed in chunks.

There also has been considerable work emphasizing the reduction with

adult aging in energy or attention control, as opposed to space or chunk

capacity. Hasher and Zacks (1988) proposed that older adults have diYculty
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inhibiting irrelevant items, which allows them to take up valuable space in

working memory. One type of evidence for this theory is comparable to the

work on individual diVerences in proactive interference (e.g., Bunting, 2006;

Conway & Engle, 1994). May, Hasher, and Kane (1999; also Lustig, May, &

Hasher, 2001) used reading span and backward digit span tasks in two ways:

with the usual, ascending order in which the list lengths get progressively

longer across the session, and with a descending order in which the lists start

at a relatively long length and get progressively shorter. The rationale is that

ascending presentation allows considerable proactive interference to build up

from one trial to the next by the time the diYcult trials are presented. In the

descending order, this was not the case. The deficit of older adults was

eliminated with a descending presentation. One can, however, question the

basis of this eVect. Perhaps items in the first few trials are memorized and

items only have to be held in a capacity‐limited working memory store after a

certain amount of proactive interference is present. Therefore, it is not clear

whether the adult aging eVect occurs because of space or energy diVerences.
The same might be said of other results suggesting a resource limitation in

child development or aging (e.g., Zelazo, Craik, & Booth, 2004). These could

entail space limits, energy limits, or a combination of these limits.

A lot of work has documented that the speed of processing slows down in

old age (Salthouse, 1996) and, as suggested above, this can have an eVect on
working memory performance. However, the literature still seems ambigu-

ous about the fundamental causes of adult aging deficits in working memory.

A speed deficit can increase the amount of energy needed to refresh repre-

sentations in working memory, by making it necessary to remember more

items at once rather than rotating among them rapidly. A faster decay rate

requires a faster refreshing rate to rotate among items, making it more likely

that items would be kept in an attention‐based storage mechanism rather

than successfully rotated. Energy limits and space limits may trade oV, or
insuYcient space may have to be counteracted with an investment of energy.

To some extent, these criticisms apply to all areas of the field; for example,

Engle, Cantor, and Carullo (1992) found that an experimenter‐paced version

of the operation span task correlated with a cognitive measure (reading

comprehension) whereas a subject‐paced version did not. The capacity diVer-
ence was critical only under speed pressure. Thus, the diYculty of separating

causes of working memory limitations cannot be ignored.

Basak and Verhaeghen (2003) can be brought up as an example of how

these diYcult questions may be approached. They studied the range of

subitizing, or apprehending small numbers of items without counting them.

The classic literature shows that people can rapidly subitize about 4 items,

after which a slower counting process is necessary (e.g., Mandler & Shebo,

1982). Recall that Tuholski et al. (2001) found no substantial relation
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between the range of subitizing and working memory in young adults.

In contrast, Basak and Verhaeghen did find a diVerence between older and

younger adults in the subitizing range; by their methods, younger adults were

close to 3 items in that range, whereas older adults were close to 2 items.

However, within the subitizing range, there was no diVerence in subitizing

speed between younger and older adults. Rather than a general speed deficit

(Salthouse, 1996), the results can be interpreted as showing that speed deficits

in aging adults result from other deficits (in this case, engaging in slower

counting processes for some lists that are more quickly subitized by younger

adults).
E. PSYCHOPATHOLOGY
There is a vast literature on working memory deficits in diverse types of

psychopathology, and it is beyond the scope of this chapter to review them.

However, in this section we would like to point out that the recent literature

has stressed the importance of energy (resource) limits in psychopathology,

with emphasis on central executive processes and the frontal lobes (for

reviews, see Engle, Sedek, von Hecker, & McIntosh, 2005). Here we issue a

caution that this view may well be incomplete. An excellent case in point is

provided by Gold et al. (2006). Their task was to compare two arrays of

objects but some objects were irrelevant to the task (e.g., remember the

orientations of red bars but ignore blue bars). Most of the time, the partici-

pants were tested on memory of one type of stimulus (e.g., the red bars) but,

on occasional trials, they were tested on memory of the other type (e.g., the

blue bars). In a separate test session, either type of bar could be relevant and

each type was tested equally often. This test yielded evidence of how well

attention was controlled: in particular, the steepness of the performance

slope distinguishing between frequent, neutral, and infrequent conditions,

with the highest performance for the frequent conditions and the infrequent

feature attentionally filtered out. Better control results in attention more

tightly focused on the frequent, most‐relevant stimulus type and there-

fore better performance on it and a steeper slope when stimulus types are

compared. The test also yielded evidence of how much visual working

memory could hold: in particular, the sum of capacities observed in the

frequent and infrequent conditions (e.g., red þ blue bars in memory). Pre-

sumably, the number of items with the frequent feature plus the number with

the infrequent feature make up the total contents of task‐related working

memory. As it happens, the total contents were less in schizophrenic patients

than in normal control participants, but with little evidence of a change in

attentional control (filtering). This finding is illustrated in Fig. 12.
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V. Addressing the Holistic‐Versus‐Analytic Distinction
We can surmise from the research on capacity that we have summarized that

diVerent levels of analysis lead to diVerent measures for diVerent purposes.
If one is interested in what humans can accomplish, one finds that they can

repeat up to seven or so verbal items (Miller, 1956); that the nature of the

stimuli, such as how well it lends itself to verbal rehearsal, influences how well

it can be recalled (Baddeley, 1986); and that people can learn to recall

amazing amounts of information by grouping items together to form

larger‐level chunks (Miller, 1956) and data structures involving complex

sets of associative relationships (Ericsson & Kintsch, 1995). However, that

understanding is akin to knowing what an automobile does. If one wants to

understand how an automobile works, or what makes one automobile more

powerful or more eYcient than another, one must adopt a more analytic

framework in which one investigates how combustion engines work, how

gear‐shifting mechanisms work, and so on.

Research on capacity limits in chunks is of interest for at least two reasons.

The first reason is that, as we have shown, there appears to be a simple limit

of 3 to 4 chunks that, on average, occurs for adults across a large variety of

test situations in which the contributions of rehearsal and other mnemonic

strategies have been minimized. Knowing that limit can be of considerable

use in predicting results in various new situations. The second reason is that,
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as we have further shown, the capacity lim it appears to be a general limit that

app lies for items regardless of the modality in whi ch they were present ed, an d

for multimoda l arrays of items; it is a limit vulnera ble to distract ion even

from stimuli very di Verent from the memor and a. This is of interest because it

is what we woul d expect if what we are observi ng is the use of the focu s of

atte ntion as a working ‐ memor y stora ge device. Given that this attention ‐
relat ed compon ent of working memor y is though t to be closely relat ed to

con scious awaren ess (e.g., Baa rs & Frank lin, 200 3; Cowan, 199 5; Dehaene,

Change ux , Naccac he, Sa ckur, & Sergent , 2006 ), it may be that we are on the

way to answ ering a fundame ntal philos ophical questi on regardi ng how much

infor mation can be present in conscious awar eness at once.

There are, howeve r, mult iple level s of ana lysis. After dist inguishing bet-

ween ov erall worki ng memor y ability and its divis ion into c omponents ,

an even fine r level of an alysis can be describ ed. In specific, evidence of

space (chunk capacit y) limit s can be furthe r questi oned as to their ultimat e

source. Attenti on‐ demand ing, centra l executive pr ocesses presu mably can be

used to refresh items in memor y (e.g., Cow an, 1992; Cowan et al., 1998;

Hulm e, Newton, Cow an, Stuart , & Brown, 1999; Raye, John son, Mitc hell,

Greene, & Joh nson, 2007 ) an d, at the macros co pic level , the process of doing

so co uld look the same as us ing attention to hold the items con currently.

Ther efore, at a microscop ic level, we are still not sure what is going on and it

is onl y at the inter media te level of analys is that we can draw conclusi ons

abo ut worki ng memory capacit y in chun ks. At that inter media te level of

analys is, the ev idence is strong that (1) there is such a basic limit, (2) it is

impor tant in infor mation process ing and cogn ition, an d (3) it appears to be

impor tant in unde rstanding ideogra phic di Verences, including indivi dual
di Veren ces amo ng young adu lts, lif e sp an developm ental di V erences, an d
di Veren ces due to ps ychopathol ogy.
VI. Conclusi on
We have considered the concept of working memory according to separate

potential contributions of space (i.e., chunk capacity), time (i.e., decay and

speed factors), and energy (i.e., resources). The emphasis was in showing that

the notion of chunk capacity is not intractable, can be separated from other

factors, and plays an important role in both nomothetic and ideographic

considerations of working memory according to an analytic perspective.

Mille r (1989) exp lained how he ( Miller, 1956 ) was using only the magi cal

number seven as a rhetorical device, and little more than a joke, to organize

his presentation of several otherwise unrelated research areas. Although the

approach in that classic paper may have set a skeptical trend in the field, we,
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after Broadbent (1975), believe that there are some important generalizations

to be had regarding fixed capacity limits. The diYculty in reaching those

generalizations is in identifying the chunks that individuals use and we have

presented methods to examine what the chunks are. What appears to be a

general capacity limit in working memory (Cowan & Morey, 2007; Saults &

Cowan, 2007) is closely related to the contents of the conscious mind. It has

the advantage of being easier to quantify than the resource limits that also

appear to exist and to diVer among individuals (e.g., Kane et al., 2004). The

space and energy limits may occur for a common reason if, in fact, they share

a focus of attention that can zoom out to apprehend a field of objects or

zoom in to hold on to a goal in the face of a prepotent response going against

that goal. With the devotion of enough time and resources, we will learn the

truth about chunk capacity and its space metaphor.
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