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This article examines research that indexes auditory sensory memory. The literature suggests that two separate forms of auditory sensory memory exist: (a) a "short auditory store," which extends the apparent duration of a stimulus up to about 300 ms and is used in stimulus recognition, and (b) a "long auditory store," which retains auditory information of a sound or sound sequence for at least several seconds. Theoretical descriptions of these two forms of storage, differences between them, and research strategies for determining their properties are explored. Finally, the implications of these two stores for models of information processing are discussed.

Auditory (or "echoic") storage refers to the retention of acoustic properties of sounds (e.g., Neisser, 1967). Because many sounds are brief or change rapidly over time, auditory storage probably is required to integrate them into unitary percepts. Moreover, there may be limitations on perception or recall due to the decay of auditory storage. An understanding of perceptual processes, therefore, would be improved by knowledge about the temporal properties of auditory storage. However, estimates of its temporal course have varied widely (cf. Crowder, 1976; Klatsky, 1980; Massaro, 1972). In the present article, it is proposed that there is evidence for two different types of auditory sensory memory: (a) an unanalyzed auditory trace lasting up to about 200 to 300 ms, and (b) a separate, longer memory of auditory information lasting at least several seconds. Although many previous commentaries have not explored this possibility, two-storage models were suggested by Aaronson (1974), Massaro (1975), and Kallman and Massaro (1979, 1983). The present article discusses evidence for such a model in many experimental situations and examines theoretical issues raised by this approach. Issues include the properties of the shorter versus longer form of auditory storage, how storage might operate for complex stimuli such as connected speech, and optimal strategies for research on auditory memory. Finally, implications of the data for storage versus process models of memory are discussed. It is concluded that the brief trace possibly can be characterized as a "process" rather than a store, but that the longer form of auditory sensory memory seems less suitably characterized as a process. For clarity, both memory components are referred to as stores until the storage versus process issue is addressed in the final section.

One Versus Two Stores: Introduction to a Topic of Debate

A guiding principle in theory construction is parsimony. Applied to memory, it requires the postulation of as few components as possible. Early information processing theories (e.g., Atkinson & Shiffrin, 1968; Neisser, 1967) included only three levels of memory: a literal sensory memory, a short-term categorical memory, and a theme-oriented long-term memory. However, nature may not equal this degree of parsimony. Taken together, auditory memory research findings suggest that there are two sensory stores with very different properties. The issue of two stores versus one store received attention largely on the basis of two paradigms. In one paradigm, Massaro (1972) found that when two brief sounds are presented in rapid succession, the second (masking) sound can prevent recog-
ition of the first (target) sound. This “backward masking” effect is strongest at short delays and decreases to an asymptotic level when the stimulus onsets differ by about 250 ms. It was initially proposed that the minimal onset difference allowing a release from masking indicates the time at which auditory storage has decayed, and that a later mask is ineffective because no auditory storage remains to be masked. However, some investigators suggested that although 250 ms may be the duration of the process of information extraction from the auditory trace, it need not indicate the decay time of the trace. After 250 ms, the mask could be ineffective because auditory storage is no longer needed, although it might still exist.

Another paradigm (Crowder & Morton, 1969; Dalley, 1965; Morton, Crowd, & Prusin, 1971) was used to examine the effect of a suffix item on the recall of an auditory list (i.e., the “suffix effect”). In this approach, a nonrecalled item (e.g., the word go) was appended to a list of words to be recalled. The suffix interfered with recall when it followed the list by several seconds or less. Because the suffix was more effective when it was acoustically similar to the list items (Morton et al., 1971), it was said to interfere with auditory memory. Therefore, auditory memory seemed to last several seconds. Critics of this paradigm maintained that the memory being interfered with by the suffix was in some sense processed or categorical rather than sensory. There was no clear consensus on the duration of memory or the number of sensory stores. Estimates of the duration of sensory storage from a variety of paradigms ranged from less than 1 s to over 10 s (Crowder, 1976; Klatsky, 1980).

Evidence for Two Auditory Stores

Despite the controversy about auditory storage, previous reviews (Crowder, 1976; Massaro, 1975) contain much of the evidence that there are two types of auditory sensory store. There are studies that support the finding of a rapidly decaying trace and those that support a sensory memory lasting at least several seconds. However, some studies on a brief store might be most familiar to investigators interested in psychoacoustics, whereas some studies on the longer auditory store might be more familiar to those interested in memory. Although there have been discussions of the two-store hypothesis mentioning both types of evidence (Kallman & Massaro, 1983; Massaro, 1975), a more detailed examination of findings about the two stores is needed.

First, a reexamination of the evidence for two stores is required. Could all of the evidence actually index a single type of auditory storage? Some of the studies to be examined demonstrate that this is unlikely. Some perceptual properties (e.g., audible sensation) are not retained after about the first 300 ms following the stimulus. Other perceptual properties (e.g., the ability to distinguish a sound from other, similar sounds) seem to last much longer and do not even seem possible until part of a second has elapsed since the stimulus onset. Thus, there is an early storage of acoustic information that may mediate the initial recognition of stimulus properties, here termed “short auditory storage,” and a later storage of auditory information that makes possible further stimulus comparison and retention, here termed “long auditory storage.” The term “long” is used only in comparison with “short,” and is to be distinguished from permanent or long-term storage. Some auditory qualities can be saved in long-term memory, and this is discussed later.

Studies of short and long auditory storage are discussed in turn. Some of the studies provide strong evidence for the particular type of auditory memory being discussed, whereas others are less conclusive but can be interpreted well with two stores. Several recent articles are especially relevant to the two-store hypothesis. Kallman and Massaro (1979) examined pitch comparisons in two types of three-stimulus sequence: (a) standard tone, backward mask, comparison tone, and (b) standard tone, comparison tone, backward mask. The mask could disrupt initial encoding of the previous stimulus (i.e., readout from its brief, literal trace) in either type of sequence, but only in the mask-second condition could it interfere with the longer storage needed for a comparison of tones. The results showed that the two types of auditory sensory stores have different interference properties.
Target-mask similarity effects occurred only within the longer type of storage. In another study (Kaliman & Massaro, 1983), multiple masking sounds were used in a recognition task. They did not result in a partial release from masking, as multiple suffixes do in list recall tasks (Crowder, 1978, 1982a). Therefore, two storage mechanisms with different properties seem to be involved. These two storage mechanisms, presumably short and long auditory storage, are now discussed in greater depth.

Short Auditory Storage

Short auditory storage refers to a literal store that decays within a fraction of a second following a stimulus. There are several types of evidence to be examined that index this short auditory store. The most direct of these is the measurement of the persistence of auditory sensation. A second type of evidence is the set of auditory tasks in which information in a stimulus is integrated across time (e.g., detection, loudness judgment, or pitch comparison). These paradigms indicate that information can be integrated only within a time window about the duration of short auditory storage, and they imply that such a form of storage should in fact exist. A third type of evidence is the backward and forward masking of auditory detection. The exact estimates of the trace duration differ among these paradigms, due at least partly to different task demands (e.g., whether the subject can directly compare two or more stimuli or must judge isolated stimuli). Nevertheless, the different estimates fall within a reasonably narrow range.

Auditory persistence paradigms. Several paradigms have been used to obtain direct estimates of the persistence of auditory sensation. Efron (1970a, 1970b, 1970c) presented subjects with a target sound (tone or noise) followed after a variable period by a probe stimulus (in one experiment, a light flash, and in another, a different sound presented in the other ear). The subject judged the point of perceived simultaneity between the target offset and the probe onset. It was found that the point of target offset was overestimated for brief targets by an amount inversely related to the target duration. Any target shorter than 130 to 180 ms was incorrectly perceived to be as long as sounds that actually were 130 to 180 ms long. (The 130-ms value was obtained when the probe was a light, and the 180-ms value when the probe was a contralaterally presented sound.) Stimuli longer than 130 to 180 ms were overestimated only by a few milliseconds. Thus, 130 to 180 ms may be taken as a rough estimate of the minimal duration of an auditory percept, which consists of the stimulus period plus the period of sensory persistence. This sensory persistence may be due to a constant-duration neural process originating at the stimulus onset (but see Efron, 1970b, for an examination of how perceptual onset lags might modify the estimates of sensory persistence).

Allan (1975) proposed a different model of simultaneity judgment based on attention switching between one stimulus and another, but attention switching cannot explain the stimulus duration effects Efron obtained.

Another measure of sensory persistence (not an entirely satisfactory one) was devised by Békésy (1933, discussed by S. S. Stevens & Davis, 1938). He gradually increased the suddenness of the offset ramp of an 800-Hz tone until the subject could hear no further change in the stimulus. Regardless of the original tone intensity, the point at which no further change in the stimulus could be heard was when the offset ramp was shortened to 140 ms. It was apparently assumed that there could be no perceptible difference between tones that physically decay more rapidly than sensation decays. However, such an assumption is unreasonable if one considers that the ramp offset could summate with the residue or auditory storage from prior stimulation. Miller (1948) used noise stimuli in a similar task and obtained a minimal detectable decay duration of 60 to 90 ms, but the stimulus durations were not given in this or in Békésy's experiment.

Miller (1948) conducted another experiment that may have indexed the persistence of audibility. Subjects listened to continuous white noise interrupted at regular intervals by fixed durations of silence or by fixed durations of noise that was attenuated rather than switched off completely. Subjects were to adjust the attenuation level until they could just detect the difference between silent
versus attenuated intervals. The duration of interruptions varied. It was found that the lowest detectable level of sound during attenuated intervals decreased with increases in the duration of the intervals, and an asymptotic level was approached when the interruptions were 300 to 350 ms long. An account of these findings based on auditory storage is that the sound before an interruption leaves an audible trace. Subjects would not be able to hear an attenuated sound until the trace of prior sound decayed to a level low enough that it would not produce masking. Thus, in this paradigm the trace does not seem to decay entirely before 300 to 350 ms. However, performance in this paradigm may also be affected by the time needed to integrate sound within the attenuated period or to distinguish a silent gap from a local minimum in the fluctuating noise signal.

A variation of this paradigm was used in a classic experiment on sensory persistence by Plomp (1964). Subjects received pairs of noise bursts varying in intensity, but always well above the detection threshold when presented singly. The first burst always lasted 200 ms and the pair always filled a 400-ms window, but a variable silent gap was included by manipulating the start time and duration of the second burst. It was found that when the first burst was sufficiently more intense than the second, and the silent gap sufficiently brief, subjects failed to detect the gap. Presumably, on these trials the second burst was mistaken for a continuation of the sensory persistence of the first burst. In the limit (i.e., when the first burst was maximally intense relative to the second burst), the just-noticeable gap approached 200 ms, which estimates the duration of audible trace persistence.

Penner (1977) replicated this finding and also ran a condition in which the two noise bursts were presented dichotically. In this condition, it was found that the just-noticeable gap was always about 30 ms. The latter finding does not provide evidence for or against a short storage, because many different complex processes could be involved. Perceptual possibilities exist that would not be possible with binaural stimuli (e.g., the perception of a single sound traveling from one ear to the other).

In sum, two types of research on audible persistence have been discussed. In one type (Efron, 1970a, 1970c), the subject must judge the perceived offset of a sound. This research has resulted in estimates of persistence of 130 to 180 ms. In the second type of research on audible persistence (e.g., Miller, 1948; Plomp, 1964), the subject must judge a perceptible trace of the stimulus such as its offset decay rate or continuity across a gap. From a number of studies of this sort, the estimates of persistence ranged from 60 ms to 350 ms. Assuming that task demands account for these differences, the maximum estimate may be the most important, because it could only occur in the paradigm sensitive to the smallest auditory trace or residue. Nevertheless, some of the discrepancies between paradigms should motivate further research. Efron's (1970a, 1970c) results suggest that sensory persistence is constant if measured from the stimulus onset, and that sounds longer than 130 to 180 ms produce little, if any, persistence. In contrast, Plomp (1964) and Penner (1977) found that a 200-ms noise burst produces sensory persistence for 200 ms past the offset. It would be useful to repeat the Plomp-Penner experiment using a range of stimulus durations (e.g., 20 to 200 ms) to determine if the estimate of sensory persistence following any stimulus can be derived from Efron's estimate plus a correction factor due to differences in task demands. One way that the tasks might differ is in the subjects' criteria for sensory persistence. At a certain intermediate stage of decay, an auditory trace might be intense enough to mask a gap (in Plomp's paradigm) and yet sufficiently decreased from its original level that a stimulus offset is registered (in Efron's paradigm). Later in the article, these persistence paradigms are reconsidered briefly with respect to a quantitative model.

Integration phenomena. It is well known that the perceived loudness of a sound increases as the sound's duration increases. Similarly, the detection threshold of a sound decreases as the duration increases. In sounds above threshold, increasing duration causes improved accuracy of loudness or pitch comparisons. This temporal dependence of perception most often has been conceptualized
as the integration of incoming information across time (e.g., Munson, 1947; Zwilocki, 1960, 1969). Notice, moreover, that the integration of information between any two times, A and B, requires the retention of information from time A at least until time B. An important aspect of these integration phenomena is that they are limited to a certain time window. If one adopts the view that temporal integration requires retention of incoming information, then the time window should indicate the limits of retention. The limits of auditory temporal integration seem to be consistent with short auditory storage.

One source of evidence about integration is in detection studies, although factors other than integration are involved in some detection tasks. Many studies indicate that the time/intensity trade-off for detection of a tone or noise is limited to stimulus durations of about 200 to 300 ms (Békésy, 1933; Garner & Miller, 1947; Green, Birdsall, & Tanner, 1957; Miskolcz-Fodor, 1959; J. C. Stevens & Hall, 1966). Zwilocki (1960) obtained a similar limit of about 330 ms for the contribution of stimulus duration to the detectability of rapidly repeating sound pulses. However, other studies suggest that the time/intensity trade-off can last up to 2,000 ms (Hamilton, 1957; Miller, 1948; Small, Brandt, & Cox, 1962). The difference between these sets of studies seems to be in the response measure. If the subject is allowed an extended interval in which to listen for the sound, then a positive response can result from detection during only one small part of the interval. Miller (1948) and Small et al. (1962) used a method of adjustment that did provide an extended period of observation, whereas studies in which a brief period of trade-off was obtained used discrete intervals of observation.

The role of perceptual integration versus nonperceptual factors in detection seems clear in the work of Green et al. (1957). Subjects listened for tones embedded in noise in a signal-detection task. In one experiment, tone duration was varied while either the signal intensity or the signal energy was held constant. With constant intensity, detectability increased with increasing tone duration up to 2,000 ms. However, because constant intensity is achieved by increasing the total stimulus energy along with the duration, this condition is inappropriate for an examination of stimulus integration. In the condition with stimulus energy held constant, detectability was maximum with stimuli between 20 and 200 ms long and declined sharply with further increases in stimulus duration. Thus, with sounds longer than 200 ms, subjects were unable to integrate the stimulus energy completely.

It has also been found that both backward and forward masking of detection increase as the duration of the mask is increased, but only until its beginning or end is about 200 ms away from the target (Weber & Green, 1978). Presumably, this limit occurs because the stimulus energies of the target and mask are integrated only within a 200-ms interval.

When subjects are asked to compare the pitch of two tones in a same–different task, the sensitivity to a frequency difference increases to an asymptotic level as the tonal duration increases to about 200 to 300 ms (Chih-an & Chistovich, 1960/1979; Doughty & Garner, 1948; Turnbull, 1944). Similarly, an asymptote at about 250 ms is found in intensity discrimination for a continually presented standard tone with transient increases in intensity that the subject must try to detect (Garner & Miller, 1944; Harris, 1963, p. 37). Studies using discrete standard and comparison tones similarly suggest that there is a point of asymptote for intensity discrimination that is reached when the tones are lengthened to 200 to 500 ms (Garner, 1947, 1949), although the point of asymptote cannot be determined more precisely from these particular studies. Thus, the studies of frequency discrimination are consistent with the view that integration is based on short auditory storage.

A final type of perception that involves stimulus integration is the judgment of loudness. Scharf (1978) reviewed a large number of studies and concluded that, in general, a sound reaches its maximum loudness when it is at least 150 to 250 ms long. However, loudness judgment is a sophisticated task that depends upon multiple factors. When the task is made simple by requiring direct mag-
ntitude estimates of individual sounds, an asymptotic level of loudness is obtained with sounds 150 to 200 ms long for all stimulus intensity levels (J. C. Stevens & Hall, 1966). On the other hand, in tasks requiring loudness matching, the stimulus duration needed for asymptotic judgment levels is intensity-dependent (e.g., Miller, 1948; Small et al. 1962).

In summary, a number of perceptual attributes of sound stimuli are dependent upon the integration of auditory information within a window of roughly 200 to 300 ms. Although nonperceptual factors also can influence these tasks, some studies appear to eliminate non-perceptual factors (especially the signal detection results of Green et al., 1957). These studies suggest that information from the beginning of each sound is retained for several hundred milliseconds, allowing its beginning to be integrated with later portions of the sound.

Detection masking. One possible consequence of auditory persistence is the masking of detection of one sound by a prior or subsequent sound. For this effect to occur, the mask must be longer or more intense than the target. Both backward and forward detection masking effects have been obtained with intervals up to about 200 ms (Deatherage & Evans, 1969; Elliott, 1971; Wright, 1964; Zwischenbrodt, 1972; Zwischenbrodt, Pirodda, & Rubin, 1959). This maximum masking period of roughly 200 ms has been observed with ipsilateral, binaural, and contralateral presentation of target and mask, although the masking effect is smaller with contralateral presentation. Both forward and backward masking may be consequences of the auditory persistence of the first stimulus in a pair. In forward masking, the audibility of the mask persists through the target presentation and consequently may drown out the target. In backward masking, the mask may interfere with the persistence that results from a prior target. Auditory persistence of the target probably contributes to its detection, so interference with this persistence hinders detection.

Finally, a number of other phenomena may result from short auditory storage, although this is not certain. For example, when one counts tones presented in rapid sequence, they are underestimated with presentation rates faster than about 250 ms per tone (Garner, 1951). With more rapid rates, subjects may not have sufficient exposure to the auditory trace of each tone to enable complete encoding, and incompletely encoded tones may not be counted. Another study (Massaro, 1976a) suggests that tone counting depends upon encoding and also on attention to the sounds. Both counting and perception of simple stimulus properties (frequency and duration) are affected by the processing time per tone, but counting was additionally affected by alternation of tone frequency or spatial location. Another paradigm is a 'sylabic reassembly' task in which the phonemic components of a syllable are pronounced separately (so far as is possible) and presented in sequence with silent intervals between phonemes. In general, subjects are best able to identify syllables when the silent gaps between components are each 200 ms or shorter (Beasley & Beasley, 1973; Shriner & Daniloff, 1970). This suggests that for adequate identification, subjects may need to compare each component with the auditory trace of the previous component.

To summarize, three kinds of paradigms provide evidence of a short auditory store: studies of auditory sensory persistence, studies of temporal integration, and studies of detection masking. Other data exist that seem easily explained in terms of a short auditory store. In a later section of the article, possible theoretical applications of this short store in a number of complex situations are explored.

Long Auditory Storage

It seems unlikely that the brief form of auditory storage discussed above could suffice for all types of auditory perception. For example, one often may be exposed to sequences of stimuli that cannot be identified immediately (e.g., words within a sentence spoken in a noisy environment). Optimal comprehension in this situation probably requires the retention of auditory information from multiple unidentified speech sounds. This auditory memory would permit later recognition with the help of contextual cues. It is largely because of this sort of phenomenon that one may initially suspect that there is a
form of auditory storage lasting several seconds. It is referred to here as long auditory storage.

**Modality and suffix effects.** The two phenomena that have been used most often to study auditory memory occur within list recall. The first is the auditory modality superiority effect (Burrows, 1972; Conrad & Hull, 1968); there is an advantage for the recall of items within auditory as opposed to visual lists, confined to the most recent list items. The second is the suffix effect (Crowder & Morton, 1969; Dallet, 1965; Morton et al., 1971); a not-to-be-recalled, list-final item (i.e., suffix) impairs recall of the recency portion if the list and suffix are presented auditorily. (Related to this is the "prefix effect." The recall of recent items within an auditorily presented list is impaired if the subject is required to pronounce a word before recalling the list. However, a suffix selectively impairs performance at the last one or two serial positions, whereas a spoken prefix is not selective in this way.) Crowder and Morton (1969) suggested that both modality and suffix effects indicate the presence of "precategorical acoustic storage," although more recent work presents a modified view (e.g., Crowder, 1978, 1983). When one is examining auditory memory, modality and suffix effects present a formidable problem. The findings do not yield many solid conclusions about auditory memory, but there are important leads that should not be neglected. Several tentative conclusions emerge from the present examination of this complex literature: (a) auditory sensory memory is not the only factor involved in modality and suffix effects; (b) in comparison with most factors in modality and suffix effects, auditory sensory memory is more selectively found at the final list position; (c) even at the final list position, it is not yet possible to distinguish auditory memory from the memory for other features, such as the articulatory movements that occur in speech; and (d) either auditory or articulatory memory lasts 10 to 20 seconds.

Morton et al. (1971) conducted 17 experiments to examine suffix effects with various stimulus and task factors. One general finding was that the disruptive effect of the suffix depended upon the acoustic similarity of the list and suffix (defined in terms of pitch, voice quality, and spatial location) but not upon the semantic similarity. This suggested that the suffix disrupted auditory storage. Crowder (1971) found that the modality and suffix effects occurred with speech items whose vowels differed, but not with items differing only in the initial consonant. Subsequently, Darwin and Baddeley (1974) further clarified the basis of this finding. If the items to be remembered are too similar acoustically (no matter whether they are consonants or vowels within a narrow phonetic range), then auditory memory sufficient for the task will decay rapidly, so that suffix and modality effects may not occur.

There are multiple mechanisms within the suffix effect, however. One indication of this involves serial position effects observed in different conditions. Baddeley and Hull (1979) confirmed the finding of Morton et al. (1971) that prefixes, unlike suffixes, do not selectively impair performance at the end of the list. Further, they found that long suffixes (e.g., "Yugoslavia") were more detrimental than short suffixes (e.g., "Spain") for medial list positions, but short suffixes were more detrimental for the final list position. This result obtained no matter whether the words in the list equaled the short or the long suffix in length. However, the explanation of this effect is unclear; some of the more obvious possibilities were systematically eliminated. The findings do suggest that list-final and list-medial suffix effects may have different causes.

Another study (Balota & Engle, 1981) suggested that auditory sensory memory can be clearly indexed by the suffix effect only in the last list position. The suffix effect was modulated by varying the presentation rate or amount of practice, which are presumed to influence subjects' strategies, but the suffix effect remained unchanged at the final serial position. Thus, it seems likely that masking of auditory memory is a mechanism of suffix effects that may be unambiguously observed only in the final serial position. Accordingly, other experiments (Greenberg & Engle, 1983; Morton et al., 1971) indicate that varying the physical properties of the suffix results in a modification of the suffix effect localized at the last 1 or 2 serial positions.
In contrast, a number of studies have examined aspects of the suffix effect other than auditory memory, and they have resulted in effects that were not localized at the last serial position. For example, requiring the subject to attend to the suffix increases the amount of interference within the list (Greenberg & Engle, 1983; Morton et al., 1971; Nairne & Crowder, 1982). Subjects' classification of the suffix also makes a difference. Ayres, Jonides, Reitman, Egan, and Howard (1979) found that an ambiguous “wa” sound that could be heard as speech or music acted as a more effective suffix to a word list when it was perceived to be speech, and the effect was not localized.

The modality effect also is complex and not easily interpreted as due solely to auditory storage rather than attention and encoding (see Penney, 1975, for a review). The role of auditory memory has been demonstrated by Hitch (1975), who found that training subjects to ignore the suffix (by interleaving it throughout the list) eliminated the suffix effect in visual lists, but not in auditory lists. However, factors other than auditory memory also have been demonstrated. Engle (1974) found that a suffix did not eliminate the modality effect. O. C. Watkins and M. J. Watkins (1980a) found that lists with alternating visual and auditory items were no easier to recall than single-modality lists. They suggested that substantial intermodal as well as intramodal interference between items may occur when subjects are required to attend to each item, as they were in this experiment. Finally, Gardiner and Gregg (1979) found a modality effect even when each list item was preceded and followed by 18 s of counting aloud, which presumably eliminated auditory sensory storage.

Recent literature has further suggested that auditory sensory memory may be conflated with some kind of articulatory memory or memory for sequence within the modality and suffix paradigms. A silently articulated suffix interferes with recall of a spoken list (Nairne & Crowder, 1982; Spoehr & Corin, 1978). The recency effect for a spoken list (but not for a written list) is greatly decreased by subsequent lip-read interference (Gardiner, Gathercole, & Gregg, 1983). The typical pattern of modality and suffix effects is produced when, in place of auditory presentation, the list is lip-read and the suffix either lip-read or auditorily presented (Campbell & Dodd, 1980) or the list is silently mouthed by the subject and the suffix is either silently mouthed or spoken aloud (Nairne & Walters, 1983). The findings in this area led Crowder (1983) to suggest that the visual and articulatory counterparts to speech may be included within precatagorical “acoustic” storage. Modality and suffix effects also have been obtained with deaf subjects, using written or signed instead of spoken lists and suffixes (Shand, in press; Shand & Klima, 1981), so it is not clear exactly what stimulus features are necessary to produce these effects. It is possible that any sequential (rather than instantaneous) stimuli will produce modality and suffix effects, or alternatively, that the stimuli must come from the subject’s primary linguistic system. In any case, many of the nonauditory effects described above appear to be localized at the final one or two list positions, so the hypothesis that the final position in list recall indexes only auditory storage may have to be modified.

The demonstration of articulatory coding places in question the initial assumption that the auditory suffix must work by erasing an auditory store. This assumption has been challenged in another way by Crowder (1978, 1982a) on the basis of experiments in which multiple suffixes were used. These sometimes resulted in a disinhibition of recall, so the best explanation of suffix effects appears to be inhibition rather than erasure of storage. The assumption that the suffix effect ordinarily can index memory decay also has been challenged. O. C. Watkins and M. J. Watkins (1980b) used a silent copying task to prevent rehearsal after visual or auditory lists, and they found that the modality effect was still present 20 s after the list terminated. Further, using this distractor task, auditory suffix effects were obtained up to 20 s after the auditory list (M. J. Watkins & Todres, 1980). The interpretation was that ordinarily, a suffix-resistant trace of the last sound forms within several seconds of its presentation. In the presence of the distractor task, a suffix-resistant trace cannot form, and a modality-specific, vulnerable memory seems to last up to 20 s. An important problem for future
research will be to determine whether the 20-s trace found with a distractor task, and the disinhibition of masking found with multiple suffixes, are based upon auditory or articulatory storage. As yet, the vast literature on modality and suffix effects does not solve the question of the duration of auditory storage. It suggests instead caution in interpretation.

**Dichotic listening.** A classic paradigm for the study of auditory memory involves the recall of information on an unattended channel in dichotic listening. For example, A. M. Treisman (1964) presented subjects with the identical speech message in both ears, but with a channel to be shadowed leading or lagging behind the message on the other, unattended channel. Of relevance was the condition in which the shadowed channel lagged behind the unattended channel. Subjects noticed that the messages were identical only if the unattended message preceded the shadowed message by 1.5 s or less. Presumably, the unattended material went into an auditory store that could be compared with the shadowed message, but not after the store became too degraded. Glucksberg and Cowen (1970) presented evidence that information in the unattended channel during dichotic listening is (as Treisman assumed) in a precategorical form. Subjects were to shadow one channel, but following a cue were to recall digits embedded in discourse on the other, unattended channel. They were permitted to record check marks if they remembered that a digit had occurred but could not specify the digit. The cued recall rate was better at short cue delays (<5.3 s), and whenever subjects reported that a digit had occurred, they also correctly specified the identity of that digit. This (and additional supporting findings) suggested that subjects could not identify digits "on line" as they occurred, which would lead to a postcategorical form of storage susceptible to partial forgetting. Instead, a precategorical, auditory representation presumably was saved for several seconds and allowed delayed identification of material in the unattended channel.

Dichotic listening studies are relevant to issues raised by the literature on modality and suffix effects. When the subject is shadowing, articulatory coding of the unattended channel is prevented. Further, because the subject is wearing headphones, auditory interference is reduced. (One's own voice is heard through bone conduction, but it is spectrally different from airborne speech.) How long can auditory information be retained in these circumstances if the unattended channel is silent following the target items? Norman (1969) probed recall of six items on the nonshadowed channel either immediately or 20 s after they were presented. There was substantial recall in the immediate probe condition (with a large recency effect), but only chance performance after a 20-s delay. However, one could argue that there might have been some auditory interference, either across channels or vocally produced. In two other studies, the possibility of vocally produced auditory interference was eliminated. Murray and Hitchcock (1969) presented dichotic digit sequences, and required (a) silent mouthing of one channel, (b) that the subject just imagine saying the words on one channel, or (c) silent mouthing of the word *the* to prevent any coding (control condition). Following the list, recall of the attended or unattended channel was required. Recall of uncoded messages was always poorer than was recall of coded messages, and was at about the same level regardless of the type of coding of the other channel, even in a condition in which the subjects knew in advance which ear would be cued for recall. Of particular interest, performance on lists in the control condition was at about the same level as uncoded messages in other conditions, even though there were two simultaneous uncoded messages in the control condition. Inasmuch as coding one channel (in the experimental conditions) did not detract from recall of an uncoded channel, this result confirms that the uncoded messages were held in a form that did not depend upon attentive processing. Finally, Bryden (1971) modified this paradigm in an important way. Subjects received dichotic lists with four digits on each channel and were instructed to say to themselves the numbers presented in one ear. They were then required to report items from both ears, but the required order of report of the two channels was varied. Surprisingly, the unattended ma-
terial was recalled almost equally well when it was reported first rather than second. Apparently, auditory memory did not decay substantially in the time it took to report the four digits from the attended channel. There was no estimate of this duration, but because the subjects usually reported three or four items in the interval, a reasonable estimate is 2 to 4 s. Thus, to summarize, the dichotic listening literature suggests that if the target items are followed by silence on the unattended channel, the auditory trace will last at least 2 to 4 s but not 20 s.

Partial report. Another paradigm in support of a long auditory store is modeled after the visual partial report paradigm of Sperling (1960) and a similar auditory task (Moray, Bates, & Barnett, 1965). Darwin, Turvey, and Crowder (1972) presented subjects with three consecutive auditory items simultaneously (digits and letters) at each of three spatial locations, followed by a visual cue indicating which one of three locations the subject was to report. There also was a whole-report condition. It was assumed that auditory information was retained in a spatiotemporal array, and that the visual cue permitted a more complete readout of auditory memory. It was found that the visual cue aided recall in comparison with the whole-report condition with cue delays of 0, 1, and 2 s, but not 4 s, and it therefore was suggested that sensory storage of information in the array decayed by 4 s. Massaro (1975, 1976b) and Kallman and Massaro (1983) cast doubt on this conclusion in a reanalysis of the Darwin et al. data. Massaro (1976b) conducted similar partial report experiments and found that a category cue was more effective than a location cue, arguing against an auditory form of storage. However, there were modifications in the procedure that could have increased the availability of categorical information (the use of two spatial locations rather than three) or decreased the availability of auditory information (the use of a tone rather than a light cue).

Two additional studies using the partial report method seem easier to interpret, because intrinsically noncategorical stimuli were used. M. Treisman and Rostron (1972) presented subjects with two-tone series simultaneously at three spatial locations. Using a recognition probe at various delays, it was found that recognition of tones declined relative to a whole report condition, to a near-chance level as the probe delay increased from 0 to 1.8 s. Rostron (1974) used longer delays and found some decay up to 5 s, although the rate of decay was much lower than in the first 2 s.

Periodicity detection. A classic experiment by Guttman and Julesz (1963) has been interpreted by various theorists as illustrating either a short or long auditory storage. This range of interpretation is possible because of the complexity of the results. In the experiment, stimuli were produced from connected repetitions of a single segment of white noise, and the duration of the segment varied between stimuli. For segments presented with 4 to 19 repetitions per second, a repetitive knocking sound called motorboating was heard, whereas a continuous whooshing sound was heard with 1 to 4 repetitions per second. Nevertheless, one could still easily detect the individual iterations of noise. At one half to one repetition per second, iterations of the segment could be discerned with effort, and at slower rates this periodicity could not be detected. If one looks for evidence of a distinct qualitative change in perception, one finds the disappearance of motorboating when the length of each iteration exceeded 250 ms. Massaro (1972) maintained that the results were consistent with a 250-ms auditory store, although the exact mechanism of motorboating is unclear. On the other hand, subjects retained information about the spectral makeup of each iteration of white noise for up to 2 s, and this provides evidence for a longer auditory storage.

Although the Guttman and Julesz (1963) experiment was carried out only informally, there have been several interesting replications and modifications of their procedure. Pollack (1969) considered that listeners might perform the task simply by remembering points of extreme high or low amplitude, and therefore reconstructed the stimuli within a narrow amplitude range (±5% of the mean). He reported (without giving details) that the periodicities were still easy to detect. He also examined the detection of periodicity with pulse trains and with autocorrelated tone patterns (Pollack, 1968, 1969, 1972). More-
over, Warren and Bashford (1981) were able to replicate the main findings of Guttman
and Julesz in a carefully controlled study. However, they noted that a highly trained
observer was able to detect periodicities as slow as 0.1 Hz (see their Note 2). Thus, the
findings on periodicity detection suggest that there are two forms of auditory sensory stor-
age: one lasting roughly 200 to 300 ms and one lasting 2 to 10 s or more.

The finding (Warren & Bashford, 1981) that practice can result in a much longer use
of auditory memory has an interesting parallel in a technique devised by Kubovy and How-
ard (1976). They presented tone bursts with a deviant note in each burst. The deviant
note was perceptually segregated from the complex only if adjacent bursts provided
continuity for that note (presumably through auditory memory). Most subjects perceived
the segregated note only if the interburst interval was less than 1 s, but one musically
trained subject did so with a 9.7 s interval.

Two-stimulus comparison. One of the simplest types of experimental task, the two-
stimulus comparison task (Crowder, 1982b; Kinchla & Smyzer, 1967; Massaro, 1970a;
Moss, Myers, & Filmore, 1970; Pisoni, 1973), provides one of the clearest measures of
auditory storage. In this type of task, subjects are required to compare two sounds on each
trial with a variable delay between sounds; they are asked to judge whether the sounds
are the same or different. Crowder (1982b) presented pairs of vowel sounds to be judged
same or different by the subject (termed an “AX task”) in order to determine the interval
between vowels that would result in an asymptotically low level of performance. It was
argued that auditory storage aids in the discrimination, and that the point of asym-
ptote reflects the total decay of auditory storage. The resulting estimate of its duration
was 3 s. In another, slightly different task (Pollack, 1972), subjects listened to series of pulse
bursts that could differ in timing from one burst to the next. A variable silent gap was
inserted between bursts. Subjects were able to correctly compare bursts most often with
a 500-ms gap and progressively less often with gaps of 2 s and 8 s.

A final study examining auditory memory across several seconds (Egan, Schulman, &
Greenberg, 1961) used a detection task. Subjects could receive a near-threshold tone at
any time during a 2-min trial period, but a visual cue was presented up to 2 s after the
tone. Subjects were poorer at tone detection with longer cue delays.

It may seem problematic that the various types of research on long auditory storage
provide discrepant estimates of the duration of storage. Two additional studies illustrate
the range of this discrepancy. Howell (1978) examined reaction time in an AX task re-
quiring consonant discrimination between pairs of synthetic, consonant-diphthong syl-
lables. With silent interstimulus delays of 500 ms or less, subjects made faster “same-con-
sonant” judgments when the consonants and vowels were identical acoustically as well as
phonemically. This “same-matching advantage” was eliminated by an interfering vowel,
but not by a tone, placed between “A” and “X” (Howell & Darwin, 1977). Apparently,
subjects could benefit from within-category consonant information only for about 500
ms. The results of Eriksen and Johnson (1964) are at the other end of the range. They
examined subjects’ ability to detect near-threshold-level tones while reading. A light
cue was given at a variable interval after the tone (or absence of a tone on catch trials),
and the subject was required to say whether or not a tone had been presented. In another
condition, subjects were asked to report any tone as soon as it occurred. It was found that
the percentage of cued detection surpassed immediate uncued detection even with cue
delays of 10 s, suggesting that subjects were not detecting the tones as they were presented,
but were dependent upon a decaying trace of the tone that lasted at least 10 s. However, a
note of caution is in order (cf. Neisser, 1967), because subjects might subvocally encode
the tone and later recall this encoding.

The fact that paradigms differ in the observed duration of storage does not necessarily
imply that memory decays differently in these paradigms. The paradigms could draw upon
a common type of storage, and task demands could modulate the decay that is observed.
Specifically, the paradigms probably differ in the completeness of auditory information
necessary to succeed in the task and in the complexity of stimuli. In the most demanding
example (Howell, 1978; Howell & Darwin, 1977), subjects would need to retain within-category auditory information from a consonant vividly enough to cause a facilitation of reaction time, and it is not surprising that a relatively short decay time is observed.

Although task differences could account for discrepancies between paradigms, a more careful comparison of the various results is in order. Figure 1 reflects an attempt to carry out that comparison by plotting various data sets on common axes. When a sensitivity measure free of response bias was available or could be calculated, the data were plotted in Figure 1A. Figure 1B depicts data sets that could not be converted to a sensitivity measure but were reported in percentage correct, and Figure 1C shows other measures (see legend) used to examine the suffix effect. Although the data come from many paradigms, one characteristic is shared. In each case, the stimulus to be remembered was followed by a variable interval, and then by another stimulus used to index auditory memory of the target (a response cue or list, a comparison sound, or a suffix item). Other data were excluded because fewer than three delays were used. Further, data generally were included only if the delay was silent. An exception was made for the detection studies (Egan et al., 1961; Eriksen & Johnson, 1964), in which the delay was filled with white noise, because detection tasks would otherwise be unrepresented. Certain data adequately typified by some part of Figure 1 were excluded. For example, two of four vowel discrimination conditions of Pisoni (1973) were selected for the figure (the highest and lowest functions). The consonant discrimination data were excluded because of ceiling effects (for between-category conditions) and floor effects (for within-category conditions). The suffix effect data of Crowder (1978) were included, but earlier data (e.g., Crowder, 1973) were excluded because the results are similar. What is presented is intended as a concise but representative view of results that could index the decay function of long auditory storage. Interestingly, some of the data may appear unfamiliar, because the present vertical versus horizontal scale factors are sometimes quite different from authors' own figures (e.g., cf. Rostron, 1974).

Much could be said about the differences in task demands in these various paradigms, but the figure suggests that this might be unnecessary, and that differences in results are more apparent than real. The functions suggest that after the stimuli are identified (and performance reaches a maximum), there is a rapid decay of storage in roughly the first 2 s. There is a slower decay thereafter, for at least 10 s. There is a general similarity among studies in the rate of decay in a given range of poststimulus delays, especially in the data expressed in d' (sensitivity) scores. Discrepancies in the estimates of auditory sensory memory persistence may be due largely to the differential sensitivity and range of delays examined in various experiments.

In summary, the data suggest that there are at least two distinct types of auditory memory: a short auditory store that lasts about 200 to 300 ms and a long auditory store that may last 10 s or more (its potential lifetime in the absence of interference is uncertain). However, one need not rely upon the observed differences in decay time in order to conclude that two auditory stores exist. There are also differences in the characteristics of these two stores. The most important differences are as follows. First, until short auditory storage has decayed, the subject believes that the stimulus is still present. Therefore, the durations of brief stimuli are overestimated (Efron, 1970a, 1970b, 1970c). In contrast, none of the paradigms described in support of long auditory storage seem to result in an extension of the experience of actual stimulation. Thus, short auditory storage is more literal. Second, short auditory storage seems capable of containing, at most, information about one brief sound segment. Each sound seems to overwrite the literal, short auditory storage of the previous sound, as observed in studies of the backward masking of recognition (e.g., Massaro, 1972). In contrast, long auditory storage seems capable of containing information from a sound sequence, inasmuch as each sound may only partially interfere with long auditory storage of previous sounds (Kallman & Massaro, 1979; A. M. Treisman, 1964; M. Treisman & Rostron, 1972). Other possible differences between short and long auditory storage are considered within the discussion of research.
Figure 1. Measures of the decay of long auditory memory during a postsignal period. (A) studies in which a bias-free sensitivity measure was used. From top to bottom: Crowder [1982b, Expt. 2], AX vowel comparison; Pisoni [1973, Fig. 3], AX vowel comparison, 300-ms, between-category condition; Massaro [1970a, Table 2], AX tone comparison, blank interval, $\Delta f = 20$ Hz; Kinchla & Smyzer [1967, Table 3], AX tone loudness comparison; Pisoni [1973], 50-ms, within-category condition; Rostron [1974], partial report of tones; Massaro [1970a], $\Delta f = 10$ Hz; Moss et al. [1970, Fig. 2], AX tone comparison; Egan et al. [1964, Fig. 2], tone detection with a visual postsignal cue; M. Treisman & Rostron [1972, Fig. 1], partial report of tones; Berliner & Durlach [1973, Expt. 1, Fig. 8], loudness comparison in $\theta$ = sensitivity per bel. B: studies in which a percent correct measure was used. Pollack [1959], recognition of words in noise, postsignal list; Pollack [1972, Fig. 3, top left], comparison of pulse trains; Darwin et al. [1972, Fig. 1], partial report of alphanumeric items, third item of three; Eriksen & Johnson [1964, Fig. 1], tone detection while reading, postsignal cue. "certain = guess"; Broadbent [1957, Table 2, top row], recall of digits in an unattended channel. C: measures of the stimulus suffix effect across suffix delays. Watkins & Todres [1980, Fig. 1], difference in recall of final list item with vs. without a suffix; Crowder [1978, Expt. 5], proportion of errors on the last item, 3 list rates.)
issues below, but first a consideration of truly long-term auditory store is presented.

**Permanent or long-term auditory memory**

Despite the abundance of studies demonstrating that auditory properties are quickly forgotten (i.e., within seconds), it is obvious from phenomena such as voice recognition that some aspects of audition are retained for a longer period of time. Relevant to this, Wickelgren (1969) presented on each trial a 3-s standard tone, an interference tone that varied from 1 to 180 s in length, and a 1-s comparison tone. Subjects were required to judge whether the standard and comparison tones were the same or different, and the results indicated a decline in memory performance even between 24 and 180 s. Gardiner and Gregg (1979) presented word lists auditorily or visually, with an oral distractor task up to 18 s long between every two words. Despite the auditory (oral) interference, a large auditory modality superiority effect was obtained, suggesting that some aspect of auditory coding is resistant to both decay and interference. Craik and Kirsner (1974) found that words are recognized faster when spoken in the same voice as in the initial presentation, even at delays of 2 min (with 31 intervening items). Presumably, the auditory memory observed in these studies is encoded in a durable form, which may even be permanent. These studies have not established the upper bounds of auditory memory.

Although little is known about the exact form or content of this long-term auditory storage, it may have important implications for a theory of memory. One would not want to postulate a separate auditory store lasting only several seconds if precisely the same type of information were stored much longer. What is most relevant to perception, however, is that the information needed to make fine auditory discriminations decays rapidly across the first few poststimulus seconds. It is important to find out in future research what features distinguish this information from the type that can be saved longer. One possibility is that as the subject becomes familiar with a type of auditory stimulus, a distinctive feature set is developed, and that familiar features can be stored permanently. Although it sometimes would be difficult to delineate such feature sets, several experiments investi-}

gating the use of features in memory for speech are discussed later in this article.

**Short and Long Auditory Stores: Research Strategies**

Although it is now clear that two different types of auditory store exist, many important issues have not yet been resolved. Some of these are addressed below. The discussion of short auditory storage covers quantitative modeling, possible theoretical treatment of stimuli more complex than has been considered so far, and clues to the neural bases of storage. Within the discussion of long auditory storage, quantitative modeling is again addressed. The interrelated issues of the capacity and content of long auditory storage are also discussed. A final section discusses the implications of short and long auditory storage for the information processing system and explores the similarities and differences between auditory and visual processing.

**Short Auditory Storage**

**Quantitative modeling.** Zwischen (1960, 1969) has offered a model for the temporal summation of loudness that seems capable of handling well the data on short auditory storage. In fact, it is consistent with the hypothetical account of storage described above. In Zwischen’s model, neural activity is integrated across time with a weighting function that counts the most recent neural activity most heavily. The neural activity is largest at the stimulus onset and decreases to an asymptotic level by about 200 ms. (The exact time depends on stimulus intensity.) The asymptotic level is nonzero if the stimulus continues beyond 200 ms. If the stimulus then ends, the activity level decays to zero.

The weighting function for integration in Zwischen’s model may be another way to describe auditory storage. This concept is illustrated in Figure 2. An 850-ms stimulus is shown in Figure 2A. The neural response that originates at any point of stimulation continues to sum with ongoing stimulation until it decays (Figure 2B). Note that the neural response is largest at the stimulus onset and equilibrates in about 200 ms. The sum of sensation at any point in time would
produce the integrated percept described by Figure 2C, and the maximum reached by this percept (Figure 2D) would determine the degree of perceptual resolution the subject could display in various perceptual tasks (e.g., in perceived pitch).

Zwislocki (1960, 1969, 1972) supported his model with a variety of neurophysiological and psychophysical data. Specifically, the general function of the peripheral neural response depicted in Figure 2B was confirmed with cellular recordings at various levels of the auditory system. The integrated percept, depicted in Figure 2C, was supported by studies of detection masking and loudness judgment and discrimination. Further, Irwin and Kemp (1976) used a gap detection task to test Zwislocki’s model and found that its quantitative predictions were more accurate than those of another model in which the peripheral neural response and weighting functions were assumed to be flat rather than peaked. Although not mentioned in these articles, it can also be shown that direct loudness estimation data (J. C. Stevens & Hall, 1966) closely match Zwislocki’s model (1969, Figure 7). This is an important consequence of the model. Even if the stimulus remains on, Zwislocki’s weighting parameter ensures that loudness summation or integration does not continue beyond about 200 ms, and this is borne out by the data. This model seems to be at least a reasonable candidate for a description of short auditory storage.

Zwislocki’s model can be compared with a variety of auditory storage phenomena. For this comparison, a simplification of the model is made. In the model there is an initial spike of neural activity lasting only a few ms, represented by \( \epsilon_0 \). Following this spike, the level of activity is roughly \( \epsilon_c + \epsilon_x \), where \( \epsilon_c \) is time-dependent and \( \epsilon_x \) represents the asymptotic response level. With \( \beta \) and \( \gamma \) as constants, the total neural response to a stimulus at time \( t \) was said to be:

\[
e(t) = \epsilon_0 e^{-\beta t} + \epsilon_c e^{-\gamma t} + \epsilon_x.
\]  

(1)

Because \( \beta \) is very large (300 s\(^{-1}\)), the representation of spike activity \( (\epsilon_0 e^{-\beta t}) \) becomes negligible after the first few milliseconds, and it does not seem to be detectable in psychophysical data (Irwin & Kemp, 1976; Irwin &
For the present purposes, the equation will therefore be simplified to:

$$e(t) = e_e e^{-\gamma t} + e_\infty.$$  \hspace{1cm} (2)

On the basis of psychophysical data, Zwislocki offered the parameter values $\gamma = 20$ and $e_e/e_\infty = 2.5$.

There are two classes of experimental paradigm for which this equation is directly or indirectly relevant. First, there are paradigms in which performance depends upon the decaying trace that follows a sound. An example is forward masking of detection, because detection of the target depends upon the extent to which the trace of the prior mask has decayed. For these phenomena, Equation 2 applies directly. Second, there are paradigms in which performance depends upon the ability of the trace to integrate sound across time. An example is loudness judgment, because loudness covaries with the duration of the sound. For this type of phenomenon, Zwislocki (1969, Equation 13) provided another formula, derived by integrating the decay equation multiplied by $e^{-\alpha t}$, where $1/\alpha$ is a time constant of integration equal to 200 ms, $t$ is the sound’s duration, and $T$ is time.

In the present article, Zwislocki’s equations are compared with many of the phenomena that might reflect the decay of short auditory storage, either directly or through integration. In Figure 3 (A–H), various data of both types are plotted. For the phenomena that reflect the decay directly, the theoretical expectation is that the data should match Equation 2 above. The expectation is theoretically different for phenomena that involve integration. The appropriate curve for them would be some transformation of Zwislocki’s Equation

![Figure 3. Phenomena that may reflect the decay of short auditory storage. (A: threshold shifts in forward masking of detection across signal delays [Jesteadt, Bacon, & Lehman, 1982]. B: shift in backward masking of detection across masker delays, mask at 70 dB [Zwislocki, 1971]. C: intensity of the second noise burst in a pair needed to detect the gap as a function of gap duration, first burst at 65 dB [Plomp, 1964]. D: overestimation in ms of the duration of a noise burst as a function of burst duration [Efron, 1970]. E: audible tone loudness increment as a function of the duration of increment, 5 dB base level [Harris, 1963]. F: audible frequency difference as a function of tone duration, 1 kHz standard [Chinn & Chistovich, 1960/1979], data for stimuli <20 ms omitted because they sound aural [cf. Garner & Miller, 1947]. G: just-audible level of noise during a period of decreased intensity of variable duration, 90-dB base level [Miller, 1948]. H: constant error in tone counting at various presentation rates [Garner, 1951]. I: the function resulting from differentiation of Massaro’s [1975] equation for $d’$ in backward recognition masking, using his parameter values. Data are superimposed on a simplified version of Zwislocki’s [1969] sensory decay function: $e(t) = e_e e^{-\gamma t}$ (solid lines). In some panels, typical conditions were selected for display; similar functions obtain in other test conditions).]
13, which gives the integrated trace. In the integration phenomena depicted in Figure 3, the dependent measures decrease across time (e.g., the detection threshold level decreases as duration increases). For simplicity, assume that for the integration phenomena in Figure 3, the dependent measure theoretically should equal \((1 - I)\), where \(I\) is the integrated trace from Zwischen's equation expressed as a proportion of the asymptotic value. With this simple assumption and Zwischen's parameter values, it happens that the theoretical curve for the integration phenomena is almost identical to the curve for trace decay (Equation 2), except for the first 10 ms, when the integration-based curve is slightly higher. In Figure 3, it can be seen that Equation 2 or Zwischen's Equation 13 provide a good first approximation to most of these data sets, despite the variety of dependent measures. A further rationale for the figure is as follows.

In forward masking of detection (Figure 3A), signal detection depends on the amount of trace decay of the mask. In backward masking of detection (Figure 3B), it depends on the integration of the decaying target trace. The gap detection paradigm of Plomp (Figure 3C) and the judgments of simultaneity of Efron (Figure 3D) may provide direct indexes of trace decay (see above). Sensitivity to a tone loudness increment depends upon the duration of the increment (Figure 3E), presumably because the integrated trace for the increment period increases as the increment period continues, up to about 200 ms. Similarly, tone frequency discrimination depends upon the total duration up to about 200 ms (Figure 3F). However, in the case of a loudness decrement (Figure 3G), the mechanism may be more complex. Does detection depend upon sufficient decay of the trace from the decrementation period or upon the magnitude reached by the integrated trace within the decrement period? Perhaps not surprisingly, the fit is poorest for this phenomenon. Finally, in a tone-counting task (Figure 3H), the magnitude of the integrated trace of each tone may importantly affect the ability to identify the tone and therefore to count tones, although other processes are relevant as well (Massaro, 1976a).

These fits were obtained with the original dependent measures in each case, using a linear transformation of the dependent measure to standardize the level and range of scores. The level and range were adjusted in such a way that for each plot, two data points (the highest and lowest points, which are termed \(p_{\text{max}}\) and \(p_{\text{min}}\)) fall on the theoretically predicted curve. However, the shape of the empirical functions and the time scale were not altered. Formally stated, each data point \(p_n\) observed at time \(t_n\) was transformed according to the equation \(p'_n = a p_n + b\), where

\[
a = \frac{e^{-20(t_{\text{max}})} - e^{-20(t_{\text{min}})}}{(p_{\text{max}} - p_{\text{min}})}
\]

and

\[
b = \frac{(p_{\text{max}}) e^{-20(t_{\text{max}})}}{(p_{\text{max}} - p_{\text{min}})}
\]

Another asset of Zwischen's model is that it can be used successfully to model performance in a backward recognition masking paradigm. Assume that the level of discriminability \(d'\) is directly related to the total amount of neural activity in response to the stimulus. For the very brief (and constant-duration) stimuli used in this paradigm, \(\epsilon_{\infty}\) can be neglected, and the neural activity at time \(t\) following the stimulus is:

\[
\epsilon(t) = \epsilon_0 e^{-\gamma t},
\]

where \(\epsilon_0\) is the peak activity following the onset of the sound. The subject's \(d'\) would be proportional to the finite integral of this equation from time 0 to \(t\):

\[
k_1 d' + k_2 = \int_0^t \epsilon e^{-\gamma T} dT
\]

or

\[
d' = \left(\frac{\epsilon_0}{k_1 \gamma} \right) \left(1 - e^{-\gamma T} \right) - \left(\frac{k_2}{k_1} \right).
\]

Interestingly, Equation 7 is in the same form as a model of performance in backward recognition masking offered by Massaro (1975). Moreover, the parameter values of Zwischen and Massaro agree fairly well. Using parameter estimates from Massaro, \((\epsilon_0/k_1/\gamma) = 2\) and \((\epsilon_0/\gamma) = 0.3 \times 10^{-5}\). (Thus, \(\gamma = 15\) for Massaro vs. 20 for Zwischen; reasonably similar values.) Differentiating the resulting \(d'\) equation, one obtains \(d'(t) = 30.04 \times 10^{-6}\). The last panel of Figure 3 shows that this estimate of sensory decay obtained by
differentiating an equation with Massaro's parameter values provides a good match to the estimate using parameter values of Zwischen's (1969). The exact decay function according to Zwischen's model would be $e^{-t/\tau} + e^{-t/\tau_0}$ for the duration of the sound, but $e^{-t/\tau_0}$ after the offset of the sound. One can approximate this two-stage decay with a single exponential function by omitting the term $e^{-t/\tau_0}$ when the stimulus is brief. However, the exact functions approximate the recognition masking data even better than a single exponential function, because an exponential function underestimates actual performance in the first 50 ms. Thus, to summarize this work on quantitative modeling, Zwischen's model seems quite accurate considering the variety of tasks and dependent measures to which the model was directly applied.

Finally, it is instructive to compare backward versus forward recognition masking within the framework of the present model. Both types of recognition masking have been obtained with the sounds in a pair approximately equal in intensity (in contrast to detection masking, in which the mask is more intense). Although there is some forward recognition masking at short interstimulus intervals, it is much less than the amount of backward masking (Massaro, 1973). The best explanation seems to be that in backward masking a decaying trace of the target is interfered with by the mask, which has not yet decayed at all. In contrast, in forward masking it is the trace of the mask that has decayed by the time the target is presented. This degraded trace of the mask still interferes with the perception of the target and lowers performance to some degree, but not to an extent approaching the performance decrement in backward recognition masking. Thus, both types of result can be understood in terms of the conflict between a decaying trace and a subsequent stimulus at its full perceptual strength.

**Complex stimuli.** Our understanding of short auditory storage obviously is incomplete as long as the conclusions are based upon the perception of short, steady-state sounds. One eventually needs to know how the concepts apply to complex stimuli such as ongoing speech or music. Watson, Worton, Kelly, and Benbassat (1975) provided a discussion of rationale and strategies for the use of simple versus complex stimuli in experimentation. The traditional psychoacoustic research emphasis on tones, noise bursts, and clicks was based not only on a desire for simplicity, but also on the structuralist belief that responses to more complex stimuli could be derived in an additive fashion. Other more recent research has focused on special properties of speech, but Watson et al. argued that, in order to avoid premature conclusions about the uniqueness of speech, types of complexity built up from simple stimuli also should be investigated. In accordance with this argument, their research yielding clues to the functioning of short auditory storage has involved stimuli only slightly more complex than steady-state sounds (e.g., stimuli composed of steady-state sound sequences or isolated sounds containing a single transition in frequency or spectral composition).

One such paradigm examines perception of temporal order: Determination of the temporal order of sounds in a pair seems to require only about 20 ms between sounds (Hirsh, 1959; Patterson & Green, 1970; Pisoni, 1977; Warren, 1974; Warren & Ackroff, 1976) and discrimination between two pairs differing in temporal order can occur with considerably smaller intrapair intervals (Patterson & Green, 1970; Yund & Efron, 1974). In contrast, if subjects are required to identify each component of the sequence separately, several hundred milliseconds may be required (Broadbent & Ladefoged, 1959; Warren & Obusek, 1972; Warren & Warren, 1970). This discrepancy seems to occur because listeners can perceive brief, rapid patterns holistically without having to identify each component, and a change in the temporal order of components alters the holistic impression (Broadbent & Ladefoged, 1959; Warren & Ackroff, 1976).

The holistic impression of a sound should be influenced by short auditory storage, which is interrupted in rapid sequences for all except the last sound. For example, a rapid, high-low tone sequence sounds lower than does a low-high sequence (Massaro, 1975; Yund & Efron, 1974), probably due to the contribution of the second sound's auditory trace to the total percept. One can interfere with
temporal-order perception by overwriting the auditory trace. In three-tone sequences that include a high, medium, and low tone in any order, subjects often can identify the final tone without being able to determine the order of the first two tones (Divenyi & Hirsch, 1974; Nabelek, Nabelek, & Hirsch, 1973). Moreover, a fourth tone interferes with three-tone order perception (Divenyi & Hirsch, 1975). Finally, a similar process may occur in judgments of relative offset time for two-component stimuli. Tone-offset time judgments can be impaired by backward masking (Pastore, 1983). An alternative model of simultaneity and order judgments based on attention switching was proposed by Allan (1975), but that model was supported using stimuli with one visual and one auditory component.

In addition to temporal-order perception, frequency resolution within tone sequences also depends upon short auditory storage. Watson et al. (1975) examined frequency discriminations within 10-tone sequences lasting 500 ms. It was found that subjects were much more able to detect changes in tones that occurred later in the sequence. The improvement steadily increased throughout the pattern, but there was more improvement in the last 150 ms than in the earlier portion of the complex stimulus. This suggests that in complex sequences, as in simpler sequences, discrimination is easier when the short auditory trace is followed by silence.

Another type of complexity that might be understood in the present framework is spectral transition within a sound. The present theoretical stance leads to two hypotheses. First, when listeners encounter a transient sound, they automatically compute a subjective, integrated frequency spectrum that changes across time. At any moment, the integrated spectrum would be weighted more heavily toward frequencies presented more recently. Second, it is expected that a smooth transition would prevent the backward masking of recognition of segments within the sound. These hypotheses are easily applied to speech perception. The integrated spectrum would represent one important type of information that listeners could obtain from rapidly changing stimuli such as consonants. Recent evidence supports the claim that running spectra distinguish between consonants (Blumstein & Stevens, 1980; Kewley-Port, 1983; K. N. Stevens & Blumstein, 1981). It is also interesting to note as an informal observation that when synthetic, consonant-vowel syllables are constructed with the second formant transitions reversed across the consonant, but with the vowels intact, the syllables often seem difficult to distinguish from the original stimuli. Temporal summation also may explain why subjects are able to group together mirror-image speech and nonspeech stimuli more easily than stimuli with a common direction of transition (Grunke & Pisoni, 1982). The second assumption about changing stimuli—that smooth transitions prevent masking of recognition—would allow the perception of connected speech without self-masking. To examine this type of assumption, it would be useful to examine perception of temporal order in two-component sequences versus the perception of the direction of change in a sound that moved in continuous fashion from one frequency composition to another.

**Neural basis.** Last, a useful aspect of short auditory storage is that an investigation of its neural basis seems more feasible than for other types of memory. It is quite possible that auditory memory is related to peaks in the evoked response waveform that systematically occur 200 to 500 ms after the onset of a sound when it is processed (e.g., Squires, Squires, & Hillyard, 1975). Abeles, Assaf, Gottlieb, Hodis, and Vaddia (1975) discussed neural circuitry that might subserve this type of memory. They presented relevant 200-ms patterns of single-cell activity within the auditory cortex of cats. A direct comparison between behavioral measures of sensory storage and physiological measures unfortunately has not been made. Contributing to this end, Ross, Ferreira, and Ross (1974) found that when different auditory stimuli were used as the CS+ and CS− in eyelid conditioning, differential conditioned responding could be eliminated with backward recognition masking. This suggests that short auditory storage is incorporated into processing even at an involuntary level. Another way to examine the neural basis of short auditory storage is to employ subjects in infancy, before the cortex is mature. Cowan, Suzuki, and Morse
(1982) conducted a backward recognition masking study with 8- to 9-week-old infants, using a nonnutritive sucking procedure. Infants received repeating pairs of vowels in which the first vowel in a pair changed. It was found that a release from backward masking occurred with a 400-ms stimulus onset asynchrony between vowels in a pair, but not with a 250-ms asynchrony, in contrast to the asymptote by 250 ms in adult work. The possibility that the short auditory store lasts longer in young infants than in adults and matures with cortical development is consistent with a variety of behavioral and psychophysiological evidence (see Aslin, Pisoni, & Jusczyk, in press, and Morse & Cowan, 1982, for reviews).

**Long Auditory Storage**

*Quantitative models.* There have been at least four attempts to model the decay of auditory memory across several seconds (Durlach & Braida, 1969; Kinchla & Smyzer, 1967; Massaro, 1970b, 1975; Wickelgren, 1969). Each took a slightly different approach, and the models were based in part upon different types of data. The models used an analogy to signal-detection theory and derived a bias-free measure of subjects' memory strength (analogous to sensitivity). However, the models differ in their conceptualization of the way in which forgetting occurs. Kinchla and Smyzer (1967) and Durlach and Braida (1969), basing their model on the perception and discrimination of tone intensity, proposed that the subject retains a value for loudness of the target, but that random variation is added to this value during the delay interval. The presumed effect is that the variance of this stimulus value increases linearly across the delay interval. Wickelgren (1969) and Massaro (1970b, 1975), who focused on tone frequency rather than intensity discrimination, had a different conceptualization. The memory of each perceived tone was said to have an associated strength or distinctiveness, which would allow discrimination of the tone from other sounds. In Wickelgren's (1969) model, memory strength decays according to the sum of two exponential components. In a tone-comparison experiment, it was found that there was rapid forgetting in the first few seconds and additional forgetting at a much more gradual rate across 180 s. One exponential component represented the relatively rapid decay, and the other component represented the slow decay. However, Wickelgren's experiments included an interference tone between the standard and comparison. Interference rather than decay could have caused forgetting. Massaro (1970b) proposed an alternative model based on the effects of the interfering stimulus presented for \( t_i \) seconds. As the interfering stimulus is processed at the rate \( 1 - e^{-\alpha} \), the target memory strength decreases accordingly. If the strength of the target immediately after encoding is \( s(t_i) \), the remaining strength following the interfering stimulus was said to be

\[
s(t_i, t_f) = s(t_i)e^{-\alpha(t_f-t_i)}. \tag{8}
\]

An attempt was made to compare Durlach and Braida's model with Massaro's model (i.e., one model of each type) in a simple fashion. Using parameter estimates of the respective authors, the models were simplified to the point that only one parameter remained to be estimated within each equation. Both were assessed with data from Crowder (1982b; personal communication, September 1983), because this data set includes values for a larger number of delay intervals than does any other experiment. Durlach and Braida proposed that sensitivity to a stimulus difference based on sensory memory was

\[
d' = \sqrt{2K \log(J/I^*)}/(\beta^2 + AT)^{1/2}, \tag{9}
\]

where \( A, \beta, \) and \( K \) are constants and \( T \) is the interstimulus delay. Because their model was intended to deal with intensity differences, it included the quantity \( \log(J/I^*) \), the logarithm of the intensity ratio of the two sounds. However, the model can be applied to pairs differing in other stimulus dimensions simply by replacing \( \log(J/I^*) \) with some other quantity (which will not affect the following analysis). With simple arithmetic, the model can be restated as

\[
d' = \left(P_1 + P_2\right)^{-1/2}, \quad \text{for } P_1 = A/2K^2\log(J/I^*)^2 \quad \text{and } P_2 = \beta^2/2K^2\log(J/I^*)^2.
\]

Using the parameter values obtained by Durlach and Braida, \( K/\beta = 16 \) and \( K/\sqrt{A} = 30 \), it happens that \( P_2 = 3.51 \cdot P_1 \), so

\[
d' = \left(P_1(T + 3.51)^{-1/2}ight.
\]

This equation was used to fit the data of Crowder (1982b; personal communication, September 1983).
using the nonlinear regression program BMDP4R (Dixon, 1983).

In Massaro’s (1970b) model, the sensory information necessary for discrimination decays from its full strength (α) at the rate of $e^{-\lambda}$. For an experiment with interstimulus delays up to 8 s, it was observed that $\lambda = 0.103$. The amount of decay reaches an asymptotic level $e^{-\lambda}$. To model decay in Crowder’s (1982b) data, $e^{-\lambda}$ probably must differ from the value observed by Massaro, because the interstimulus delay was silent in Crowder’s experiment and filled with a tone in the data Massaro used to examine decay. BMDP4R was used to find the best fit of the equation $d' = 4.2 e^{-\lambda(T + 3.51)}$ to Crowder’s data. The value 4.2 is a rough estimate of $\alpha$, performance free of any decay, for Crowder’s stimuli. The best fit occurred with $\lambda = 0.916$.

Interestingly, both models fit the data almost equally well, as shown in Figure 4 ($\text{MS}_{\text{error}} = 0.016$ for Durlach and Braida’s model as opposed to 0.021 for Massaro’s model). In comparing the models, it is also important to consider how the models should change for stimulus sets at other levels of difficulty. Presumably, within Massaro’s model, $\alpha$ (rather than $\lambda$) should change, because $\alpha$ represents sensitivity free of decay. Within the Durlach and Braida model, $P_1$ must change, because it is the only parameter not set by their (static) parameter estimates, and because it is sensitive to changes in $\log(I^*)$ or whatever measure of stimulus discrepancy is used instead. However, the family of decay curves resulting from the equation $d' = P_1(T + 3.51)^{-1/2}$ across 10 s is similar to the family of curves resulting from $d' = \alpha e^{-3.916(T + 3.51)^2}$. This equivalence is illustrated in Figure 4. This comparison suggests that it may be difficult to decide between the two models. The similar outcomes of the

**Figure 4.** Temporal decay functions produced by two models of long auditory storage, with one variable parameter in each model. (Also shown: vowel discrimination data from Crowder (1982b; personal communication, September 1983)).
models are not due to a logical equivalence. At much longer delay intervals (e.g., >100 s), the Durlach and Braida model produces a value approaching 0, whereas Massaro’s model approaches a positive asymptote of $ae^{-k}$. Durlach and Braida did propose that when sensory memory is unavailable, subjects can rely on a second, “context” mode of perception that is independent of the interstimulus delay, and this makes the models’ predictions even more similar. Thus, it is a challenge not yet met to derive differential predictions of the models in a common test situation.

Rather than attempting to choose between these models, a more salient point is that either model, when fit to Crowder’s data, suggests that auditory memory decay may continue for 10 s or more, as Figure 4 illustrates. Crowder found no decay after about 3 s, but this may be because the range of delays used was too small to pick up additional decay. In any case, these two models, in combination with data from Eriksen and Johnson (1964), Moss et al. (1970), Pollack (1972), and M. J. Watkins and Todres (1980), all shown in Figure 1, suggest that the duration of auditory memory may be longer than 3 s.

Capacity and content of storage. Past research has not made clear how much material can be placed in long auditory storage at once or in what form it is held. One hypothesis about the capacity of storage is that any amount of material can be entered, although it is subject to the properties of decay that already have been discussed. However, this possibility can be ruled out inasmuch as different types of stimuli following a target create different amounts of interference (e.g., Massaro, 1970a; Morton et al., 1971). Another possibility is that, subject to decay, auditory input will enter into a single store without interference as long as it continues to be perceived as coming from a single source or stream. This depends upon the similarity of successive sound segments, but also upon the presence of smooth transitions (Bregman, 1978; Bregman & Dannonbring, 1973; Cole & Scott, 1973; Dorman, Cutting, & Raphael, 1975). Whether perception of a single stream improves auditory memory of a target within the stream has not yet been examined. It is clear, at least, that temporal-order perception is hindered by stream splitting (Bregman & Campbell, 1971; Dorman et al., 1975). In a continuous signal with smooth transitions to prevent stream splitting, such as speech, it is possible that long auditory storage is primarily decay limited.

There is an apparent paradox concerning sound similarity and the capacity of long auditory storage. When two sounds are presented in succession, the amount of interference with the first sound is directly related to their similarity (Kallman & Massaro, 1979). However, if the sounds are too dissimilar, they are likely to be perceived as coming from separate origins (streams). This would almost certainly be detrimental in the perception of ongoing speech, if only because one must perceive the correct temporal order of speech sounds (and possibly because identification of the individual sounds also would be impaired). Smooth transitions between sounds therefore may aid in speech perception, by allowing adjacent segments to be maximally dissimilar without the occurrence of stream splitting.

Another important issue that has not been resolved is the form of items in long auditory storage. It is certain that long auditory storage is not completely literal, or else it should be experienced as a continuation of the stimulus. On the other hand, one should bear in mind that some of the experiments used to index long auditory storage employed tones, noise segments, or speech stimuli within a phonetic category, so one cannot easily take the position that nothing is stored except conventional category labels. It is theoretically possible, however, that subjects generate private categories and store labels for those categories. However, for a novel sound it is difficult to envision this type of categorization. Another possibility is that subjects automatically assign values to stimuli on various continuous dimensions (e.g., pitch or vowel height). Deutsch (1975) suggested that the perceptual process of assigning a sound a value on a dimension is one type of categorization and argued for the existence of this process on the basis of pitch perception phenomena.

An assessment of the alternative positions might be aided by analysis of error patterns in recall experiments with multiple speech
stimuli, in which the delay between the stimulus and recall cue is manipulated. If subjects retain speech sounds as collections of features, then they might tend to forget these sounds one feature at a time. On the other hand, if speech sounds are retained in a more integral form, there might be no consistent temporal pattern in the errors, other than a decline in the percentage of correct recall, as the delay increases. The available evidence favors the feature theory of auditory memory. Wickelgren (1965, 1966) presented sets of consonants or vowels and required written recall of each set. Patterns of errors confirmed that for both consonants and vowels, features are forgotten separately. Further, Cole (1973) found that a feature analysis predicted errors fairly well in a list of consonants or vowels to be recalled, although somewhat more successfully for vowels than for consonants.

Auditory Memory and Models of Processing

The two types of memory discussed in the present article have been described as separate stores. However, this does not mean that the conclusions require complete acceptance of a storage model of processing (e.g., Atkinson & Shiffrin, 1968). The storage metaphor has been used here only for clarity. The data indicate that the short auditory store and long auditory store function differently and on very different time scales, but the two stores could refer either to separate structures or to separate processes.

In its simplest form, the storage metaphor would suggest that information flows from one store or compartment to another (i.e., through sensory store, short-term store, and long-term store), although the compartments do not necessarily refer to separate areas of the brain. In each transition from store to store, the information is encoded or processed in some way. To account for the data discussed above within this model, there would have to be a sensory store prior to initial stimulus recognition, and another, longer store following recognition (cf. Massaro, 1975). Two alternatives to this approach must be considered. First, in the levels of processing approach (Craik & Lockhart, 1972), the characteristics of memory are not caused by separate stores, but by a continuum of encoding of the stimulus. The more elaborate the encoding of a stimulus, the better it will be remembered (that is, memory is a byproduct of processing). The continuum of coding would shift from acoustic and phonetic (shallow forms of processing) to semantic (a deep form of processing). In this view, then, the raw sensory properties retained in short storage are lost because they represent the most shallow form of processing. Retention for several seconds of auditory qualities that distinguish one sound from another presumably indicates that a more elaborate type of processing has taken place. Di Lollo (1980) put forth a similar account of sensory storage in the visual modality and suggested that the expressions of sensory persistence are limited only by the discernable phases of information processing. A second, slightly different view would be that the two auditory stores differ quantitatively rather than qualitatively. In this view, the large trace magnitude needed for sensory persistence is lost in about 300 ms, but the residual trace magnitude is sufficient to retain useful auditory memory for some seconds. The two alternatives to the two-store model are addressed in turn.

Baddeley (1978) warned of a circularity in the levels of processing approach insomuch as there are insufficient independent measures of the depth of processing apart from the mnemonic effects. He also reviewed evidence that rather than a processing continuum, memory seems to be influenced by acoustic/phonetic and semantic processing as discrete modes. If there are only a few discrete types of processing rather than a continuum, there is insufficient cause to rule out the concept of separate memory stores, because there might be no empirical difference between discrete stores and discrete processes. Interestingly, though, the auditory memory literature includes a type of evidence that may reduce the circularity of the levels of processing argument. It is reasonable that a process should begin at the onset of stimulation and should last for a relatively constant period independent of the stimulus duration, but this may be less reasonable for a store. One type of evidence suggests that short auditory storage represents a process: the direct sensory persistence measure of Efron (1970a, 1970b, 1970c). Regardless of the
stimulus duration, the duration of sensation was found to be 130 to 180 ms from the stimulus onset. Moreover, this finding was duplicated by Efron in the visual modality (see also Di Lollo, 1980), suggesting that there might be a common process following either auditory or visual stimulation. The process is probably initial recognition of the stimulus, which operates on a time scale similar to sensory persistence (Massaro, 1972, 1975).

A qualification of this approach is necessary, however. Stimulus recognition requires a much shorter time for highly discriminable stimulus sets, and there is no evidence that a resolution process of some type continues for 200 ms even after the stimulus is adequately identified. Should it be expected that a quickly recognized sound would produce less sensory persistence than would a sound that had to be processed longer? This seems unlikely. Thus, if brief sensory storage is actually a process, then the process is probably not recognition per se; the process may be a neural pattern underlying both sensory persistence and recognition.

It is not clear how to apply the levels-of-processing approach to long auditory storage. Evidence has been reviewed that auditory memory can last for many seconds, but it is not clear what central process would last that long. Semantic processing may not be a good candidate, because the memory under consideration occurs even for meaningless acoustic patterns. Rehearsal is not a reasonable candidate because long auditory memory exists for unattended material. If the only process is neural activity that preserves auditory information, then the levels of processing approach again becomes circular. A similar caution was issued by Haber (1983, p. 49) in his response to Di Lollo’s suggestions that iconic storage is actually a process.

Perhaps it is necessary to formulate a new theoretical position, taking the best from the stores and levels approaches. In this position, stores are not necessarily compartments separate from other aspects of processing. A pattern of neural activity can result in storage and processing of auditory information at the same time. However, the modes and durations of relevant neural activity patterns do not form a continuum. One type of activity results in short auditory storage, and another type results in storage for a time an order of magnitude larger (although, the second type of activity may require that the first type has occurred). Moreover, not every pattern of neural activity must be simultaneous with an encoding process of some type. Short auditory storage generally seems to coincide temporally with an encoding process, but long auditory storage may not.

The other alternative to the multiple-stores approach maintains that short auditory storage is just long auditory storage in its more intense, initial form. According to this view, one could write a single equation to describe auditory memory decay 100 ms or 100 s after the stimulus. Arguing against this solution, the parameters describing decay for the two stores are vastly different. If decay continued at the rate for short auditory storage shown in Figure 3, \( e^{-20t} \), then by 1 s the memory trace would be only \( 2.1 \times 10^{-9} \) its original magnitude! Thus, this possibility is unlikely, although it cannot be ruled out entirely.

Auditory versus visual storage. Recently, there has been serious debate about visual sensory storage, well summarized by Haber (1983) and 32 following commentators. Haber maintained that research on iconic storage is irrelevant to ordinary perception, because visual stimuli generally remain present, making the icon unnecessary. This argument obviously does not apply to audition, in which most stimuli are transient. However, many of the commentators felt that iconic storage is useful if one allows a sophisticated model of storage rather than the naive concept of a static picture in the head, and the more sophisticated model does apply to audition. One point is that sensory storage probably is a buffer within the flow of information rather than a transmitter of sensory input at discrete intervals (e.g., see Meyer, 1983). Second, an important function of sensory storage, even while the stimulus remains present, is integration across time (see the Coltheart, 1983, and Navon, 1983, commentators). Third, brief sensory storage may be best viewed as a process (Di Lollo, 1980, and 1983 commentary), and this process might be initiated whenever there is a rapid change in the stimulus (see Phillips, 1983, commentary). Given the modifications, which agree with
the view of auditory storage offered in the present article, there is little clear theoretical difficulty with the sensory storage concept in either modality. Coltheart (1980) argued that visual information storage and visible persistence cannot be due to the same source because they respond differently to the manipulation of stimulus intensity, but Long (1983 commentary) offered disconfirming evidence. Additionally, many of the commentaries referred to an experiment of Davidson, Fox, and Dick (1973), in which a letter string was presented and then masked in one location following an eye movement. The result was that information was lost at the retinotopic locus masked, but paradoxically, the mask appeared to the subject to cover a different letter, which had been presented at the spatiotopic locus of the mask. This experiment does not nullify the concept of iconic storage. It suggests that information is organized differently at various levels of the nervous system, and that there may be a retinotopic locus of masking that does not fully correspond to the subject’s subsequent integrated memory (see Navon, 1983, commentary). Similarly, in audition, there might be both ear-specific and central loci for storage or persistence, and this is an important topic for future research.

The properties of sensory storage are generally similar in vision and audition. Many studies in both modalities contribute to the conclusion that there is a brief, unanalyzed sensory trace and a secondary, more processed sensory memory that lasts at least several seconds (Massaro, 1975, chaps. 17, 21, 24, 25, and 26; 1979). Additionally, Broadbent (1956) administered simultaneous visual and auditory stimuli and found that subjects were equally likely to report either modality first (suggesting that they were not making use of a longer-lasting auditory store). However, the similarity between modalities is not total, because there is a well-established auditory modality superiority. The underlying difference between modalities may be that the visual mode is more sensitive spatially, whereas the auditory mode is more sensitive temporally (Penney, 1975). The modality effect generally has been obtained in experiments with lists of words presented one at a time, a method that stresses temporal sequential coding. If one compares visual with auditory memory for words presented in an instantaneous array, there is little question that the modality effect would reverse, due to the stress on spatial coding.

Conclusions

This article has attempted to bring together many types of evidence about the nature of auditory memory. The evidence clearly indicates that there are at least two separate types of auditory storage. The first is short auditory storage that lasts only about 200 to 300 ms; it is used in the initial stimulus recognition and carries with it the experience that the sound is continuing. A second type, long auditory storage lasting at least several seconds, is distinguished from the shorter type by its storage properties.

A summary of the proposed differences between short and long auditory storage and the most relevant supporting evidence is found in Table 1. The duration of the short store was determined with gap detection and judgments of simultaneity, whereas the much greater duration of the long store can be observed in the data included in Figure 1. The gap detection and simultaneity judgment paradigms indicate also that short auditory storage is experienced as a continuation of sensation, but the longer storage clearly is not experienced in this way. The task in which the non-sensory status of long auditory storage can be most clearly demonstrated is shadowing of one channel in dichotic listening. Because attention is kept away from the nonshadowed channel and then switched to it, the subject gets the impression of an after-ringing or echo of the nonshadowed input. The stores differ also in the events to which they are time locked. Efron’s (1970a, 1970b, 1970c) results suggest that short auditory storage progresses from the stimulus onset and continues for a relatively constant time regardless of the stimulus duration (although this description may apply only to a steady-state signal; a stimulus change might reinitiate the process). In contrast, Massaro’s (1970b) model of auditory recognition and forgetting suggests that long auditory storage does not begin to decay until the stimulus resolution process reaches a certain degree of
Table 1

| Proposed Differences Between Short and Long Auditory Stores and Selected Relevant Evidence |
|----------------------------------------|----------------------------------|----------------------------------|
| **Short auditory storage**             | **Long auditory storage**        | **Selected evidence**            |
| Duration: 150-350 ms                    | Duration: 2-20 s                 | Crowder, 1982b; Efron, 1970a, 1970b, 1970c; Plomp, 1964; data in Figure 1 |
| Constant duration measured from event onset | Decay beginning at point of full stimulus resolution | Efron, 1970a, 1970b, 1970c; Massaro, 1970b; 1975; Pisoni, 1973 |
| Contains a spectral average weighted in favor of most recent input | Can contain a temporally structured sequence if one continuous stream | Blumstein & Stevens, 1980; Bregman, 1978; Dorman et al., 1975; Kewley-Port, 1983; Zwischen, 1960, 1969 |
| Interference is due to overwriting, and cannot be disinhibited | Interference is partial, depends upon target-mask similarity, and can be disinhibited | Crowder, 1978, 1982a; Kallman & Massaro, 1979, 1983 |

completion. This analysis is supported by AX discrimination data showing an initial improvement and a subsequent decline in performance as the interstimulus interval is increased (Pisoni, 1973). What type of information is held in short versus long storage? Short storage contains relatively unanalyzed information (Massaro, 1972, 1975), whereas long storage may contain a feature composite (Cole, 1973; Wickelgren, 1965, 1966). A reasonable model for the content of short storage is based on Zwischen (1960, 1969): A recency-weighted, integrated spectrum is stored. The integrated spectrum changes dynamically as the input changes. There is no evidence that short auditory storage is capable of containing at any one moment a temporal sequence of input, although the changing stimulation alters the integrated spectrum. In contrast, long auditory storage can contain a sequence of speech or nonspeech segments, provided that there are smooth transitions from one segment to the next. Finally, because short auditory storage cannot contain a temporal sequence of stimuli, a new stimulus can overwrite a previous stimulus (Kallman & Massaro, 1979, 1983). In contrast, within long auditory storage each stimulus may only partially interfere with memory for previous stimuli (Crowder, 1982a), depending upon the similarity between stimuli (Kallman & Massaro, 1979).

These differences between the two types of auditory storage appear to be important for theories of information processing.
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